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چکیده
رشـد چشـم‌گیر بیمـاری کلیـوی، اثرات و عـوارض آنهـا و هزینه‌هایی که بر جامعه وارد می‌شـود، باعث شـده اسـت که جامعه پزشـکی 
به‌دنبـال برنامه‌هایـی بـرای پیش‌بینی و تشـخیص زودهنگام این بیماری باشـند. در سـال‌های اخیر اسـتفاده از تکنیک‌هـای داده‌کاوی 
در ح�وزه پزش�کی از اهمی�ت بالایی برخوردار شـده اس�ت. ه�دف از این مقال�ه مروری ب�ر روش‌های  مبتنـی بر تکنیک‌هـای داده‌کاوی 
بـه منظـور پیش‌بینـی بیماری‌هـای  مزمـن کلیـوی می‌باشـد. در ایـن مقالـه قصد بـر آن بـوده تا جامعـی از بیمارهـای مزمـن کلیوی، 
روش‌ه�ای تش�خیص در حـوزه پزشـکی را گردآوری و بررسـی نمـود. بدین جهت در ابتـدا بیمارهای مزمن کلیوی بررسـی شـده و پیرو 
ایـن بررسـی به بحـث و تحلیل حوزه تشـخیص زود هنـگام ایـن بیماری‌ها خواهیـم پرداخـت. در ادامه انـواع الگوریتم‌هـای داده‌کاوی 
در تشـخیص بیماری‌هـای مزمـن کلیـوی را معرفـی خواهیـم کـرد. پـس از آن به بحـث در ارتبـاط با روش‌هـای تشـخیص و پیش‌بینی 
بیماره�ای مزم�ن کلی�وی خواهی�م پرداخت و ای�ن روش‌ه�ا را از نظر اه�داف، محدودیت‌ه�ا و قابلیت‌ها نقد و بررس�ی خواهی�م کرد. در 
ای�ن مقال�ه ب�رای پیش‌بین�ی بیماری نارس�ایی کلی�ه دیدگاه‌های مختل�ف که عبارتن�د از: انتخ�اب ویژگ�ی، روش طبقه‌بن�دی، ابزارهای 
اس�تفاده ش�ده، م�ورد بررس�ی ق�رار می‌گیرند، ک�ه با تحلی�ل الگوریتم‌ه�ای طبقه‌بن�دی نش�ان می‌دهی�م اس�تفاده از الگوریتم جنگل 
تصادفـی، الگوریتـم k-  نزدیک‌تری�ن همس�ایه  و الگوریتم بردار پش�تیبان  ب�ه همراه روش‌های انتخ�اب ویژگی می‌توانن�د نقش مؤثری 
 MATLAB  و اب�زار UCI در پیش‌بین�ی بیم�اری نارس�ایی کلی�ه داش�ته باش�ند. همچنی�ن  نتایج گویای این اس�ت ک�ه ک�ه پای�گاه داده

بیش�ترین کارب�رد را در تش�خیص و پیش‌بین�ی بیماری‌ه�ای مزمن کلی�وی دارند. 

كلمات كليدي: نارسایی‌های مزمن کلیوی، تشخیص و پیش‌بینی بیماری، داده‌کاوی.
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Abstract
The significant growth of kidney disease, its effects and complications, and the costs that are imposed on the 
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society, have caused the medical community to look for programs to predict and diagnose this disease early. In 
recent years, the use of data mining techniques in the field of medicine has gained great importance. The purpose 
of this article is to review methods based on data mining techniques in order to predict chronic kidney diseases. 
In this article, it is intended to collect and review a comprehensive review of chronic kidney disease, diagnosis 
methods in the field of medicine.  In this paper, chronic kidney diseases were examined first, and following this 
examination, we will discuss and analyze the field of early diagnosis of these diseases. In the following, we will 
introduce various data-mining algorithms in the diagnosis of chronic kidney diseases. After that, we will discuss 
the methods of diagnosing and predicting chronic kidney diseases, and we will review these methods in terms 
of their goals, limitations, and capabilities. In this article, in order to predict the failure disease, all the different 
points of view, which are: feature selection, classification method, used tools, are examined, which we show by 
analyzing the classification algorithms. The use of random forest algorithm, k-nearest neighbor algorithm and 
support vector algorithm along with feature selection methods can play an effective role in predicting kidney 
failure disease. Also, the results show that the UCI database and MATLAB tool are the most useful in diagnosing 
and predicting chronic kidney diseases.

1- مقدمه
در دو دهـه گذشـته رشـد سـریع داده‌هـا در پزشـکی از چالش‌هـای 
روش‌هـای  سـریع  پیشـرفت  بـه  توجـه  بـا  اسـت  بـوده  اساسـی 
بیوتکنولـوژی و روش‌هـای تجزیه‌وتحلیل داده‌های زیسـتی، روش‌های 
و  تجزیه‌وتحلیـل  بـرای  امـروزه  در حـال رشـد می‌باشـد.  داده‌کاوی 
و  داده‌کاوی  الگوریتم‌هـای  از  پزشـکی  بـزرگ  داده‌هـای  پیش‌بینـی 
یادگیـری ماشـین اسـتفاده می‌شـود. هدف اصلـی از تجزیـه و تحلیل 
ایـن داده‌هـا توسـعه مدل‌هـای مختلـف پیش‌بینـی در حوزه پزشـکی 
اسـت. تشـخیص بیماری یک موضوع داغ در پژوهش‌های فعلی اسـت 
ویژگـی اصلـی مـدل تشـخیص بیماری تصمیم‌گیری سـریع پزشـکان 
و کاهـش اشـتباه‌ها در تشـخیص اسـت و داده‌هـای پزشـکی را خیلی 
سـریع بررسـی می‌کنـد. همچنیـن از آنجایـی کـه داده‌هـای پزشـکی 
شـامل تعـداد زیادی ویژگی اسـت و محققـان تنهـا زیرمجموع‌هایی از 
ایـن ویژگی‌هـا را در نظـر می‌گیرنـد و ایـن ویژگی‌هـا برای تشـخیص 
بیمـاری حیاتـی اسـت. بنابرایـن بررسـی ایـن ویژگی‌هـای مهـم باید 
بسـیار دقیـق باشـد و  بایـد در نظـر داشـت کـه هـر کـدام از ایـن 
ویژگی‌هـا هزینه‌هایـی بـرای بیمـار در بـر خواهـد داشـت ]1[. دوران 
محاس�بات مدرن دس�تیابی به روشهـای هوشـمند در بیوانفورماتیک 
را گسـترش داده اسـت با توجه به عدم اطمینان در داده‌های پزشـکی 
دریافـت اطلاعـات قابـل درک تبدیل به چالشـی بزرگ برای پزشـکان 
شـده اسـت ایـن چالـش می‌توانـد به تشـخیص اشـتباه یـک بیماری 
منجـر شـود کـه بیشـتر باعـث درمـان نامناسـب بیمـاری می‌شـود از 
ایـن‌رو اگـر متخصصان بتوانند با اسـتفاده از تکنیک‌های هوشـمند که 
قـادر بـه تصمیم‌گیـری هسـتند با بررسـی دقیـق داده‌هـای پیچیده و 
مبه�م ارزیاب�ی خ�ود را انج�ام دهند ب�رای بیم�اران مفید خواه�د بود. 
سیسـتم‌های هوشـمند احتمـال وقـوع خطاهـای پزشـکی، هزینـه و 
زمـان را کاهـش می‌دهـد ]2و3[. به‌کارگیری دانـش داده‌کاوی در حوزه 
تشـخیص بیماری‌های کلیوی از جمله شـیوه‌های هوشمندی است که 
می‌توانـد بـا تحلیـل عوامل مؤثر مشـکلات کلیـوی را زودتـر و دقیق‌تر 
تشـخیص داده و به توسـعه پژوهش‌های پزشـکی و تصمیم‌گیری‌های 
علم�ی در زمین�ه تش�خیص و درمـان منج�ر ش�ود. کارب�رد داده‌کاوي 
در محیط‌ه�اي درمان�ی بس�یار متفاوت با س�ایر کاربرده�اي داده‌کاوي 
اس�ت، به این دلیل که در بسـیاري از مواقع کیفیت داده‌هاي پزش�کی 

نامرغوب‌تـر از کیفیـت داده‌هـای س�ایر حوزه‌ها اسـت]4[.
کلیـه؛ یکـی از ارگان‌هـای اساسـی در بـدن هر انسـان می‌باشـد که در 
دو طـرف بـدن و زیـر دنده‌هـا قـرار دارد. وزن این اندام لوبیایی شـکل 

تنهـا یـک درصـد از کل وزن بدن می‌باشـد. که در هر دقیقـه می‌تواند 
۰-۵۰ درصـد از خونـی کـه توسـط قلـب پمـپ می‌شـود را دریافت و 
تصفیـه نمـوده و سـپس دوباره به بـدن بـاز گرداند]5[. کلیـه به‌عنوان 
یـک عضـو حیاتـی چندیـن نقـش کلیـدی از جمله حـذف مـواد زائد 
حاصـل از فراینـد متابولیـک بـدن، تنظیـم تعـادل اسـید و بـاز خون، 
تولیـد هورمون‌هایـی کـه در تنظیـم ویتامیـن D نقـش دارنـد، تولیـد 
گلبـول قرمـز خـون و همچنیـن کنترل فشـار خـون موثر هسـتند، را 
بـر عهـده دارد. دو نـوع مهـم از بیماری‌هـای مرتبـط با کلیـه عبارتند 
از: نارسـایی حـاد کلیه و نارسـایی مزمن کليه. نارسـایی حـاد کلیه، به 
سـرعت پیشـرفت می‌کنـد کـه به‌طـور معمـول در کمتـر از چنـد روز 
ایـن اتفـاق می‌افتـد. نارسـایی حـاد کلیـه در بیمـاران بسـتری به‌ویژه 
افـراد به شـدت بیمـار که نیازمند مراقبت ویژه هسـتند، شـایع اسـت. 
ایـن نـوع نارسـایی می‌توانـد کشـنده باشـد و نیازمنـد درمـان جـدی 
اسـت. بـا ایـن وجـود، نارسـایی حـاد کلیـوی می‌توانـد برگشـت‌پذیر 
باش�د.  بیمـاری مزم�ن کلی�ه  از دسـت دادن تدریجـی عملکـرد کلیه 
اسـت کـه می‌تواند بـه هر علتـی از دیابت و فشـار خون بـالا گرفته، تا 
عفونت‌هـای مکـرر و انسـداد مجـاری ادراری رخ دهـد. بیمـاری مزمن 
کلیـه توانایـی واحد‌هـای عملکـردی کلیـه- نفرون‌هـا را در تصفیـه 

ضایع�ات و تنظی�م آب و اس�ید خ�ون مخت�ل می‌کند.
اگـر چـه ممکن اسـت در مراحل اولیـه هیچ نشـانه‌ای از بیماری وجود 
نداشـته باشـد، اما علائم با گذشـت زمان پیشـرفت می‌کننـد. بیماری 
مزمـن کلیـه را می‌توان به کمـک آزمایش‌های خون و ادرار تشـخیص 
داد و در درمـان، تمرکـز بـر روی درمـان علـت اصلـی اختلال کلیـه 
اس�ت. برخلاف نارسـایی حاد کلیـه، که به سـرعت پیشـرفت می‌کند 
و به‌طـور بالقوه برگشـت‌پذیر اسـت، بیمـاری مزمن کلیه یـک بیماری 
طولانـی مدت اسـت که در آن آسـیب بـه کلیه‌ها دائمـی و پیش‌رونده 
اسـت ]5و6[. سیسـتم اطلاعات پزشـکی نیـز همواره حـاوی اطلاعات 
بسـیار مفیدی مانند سـوابق بیماری تشـخیص پزشـک، نتایـج درمان 
در قالـب آزمایـش و تصاویـر می‌باشـد. از این‌رو پژوهشـگران پزشـکی 
جهـت شناسـایی و کشـف ارتبـاط بین عوامل خطرسـاز یـک بیماری 
و بـروز بیمـاری پیـش آگاهـی از وقوع یـک بیماری، کاهـش خطاهای 
پزش�کی و هزینه‌ه�ا و در نهایـت رس�یدن به طب پیشـگیری اسـتفاده 
می‌کننـد]۶[. بیماری‌هـای کلیـوی مزمـن یکـی از شـایع‌ترین و رو به 
رشـدترین نـوع بیماری‌هـا اسـت کـه تشـخیص بـه موقع آن، شـانس 
زنـده مانـدن و بهبـود بهتـر را افزایـش می‌دهـد. امـروزه بـا توجـه بـه 
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بانک‌هـای اطلاعاتـی می‌توان از داده‌کاوی گسـترده‌ای برای تشـخیص 
اسـتفاده کـرد. با گسـترش فنـاوری حجم زیـادی از داده‌هـای مرتبط 
بـا نارسـایی‌های کلیـوی و بـا ابعـاد بـالا تولید شـده‌اند که اسـتفاده از 
همـه‌ی آنهـا علاوه بـر مقـرون به‌صرفـه نبـودن، حتـی باعـث کاهش 
هوشـمند  روش‌هـای  ارائـه  می‌گـردد  نیـز  تشـخیصی  مـدل  دقـت 
پیش‌گویانـه در خصـوص تشـخیص زود هنـگام بیمـاری مزمـن کلیه، 
نیـز سـال‌ها اسـت کـه مـورد توجه افـرادی کـه در این زمینـه مطالعه 
می‌کننـد، قـرار گرفته اسـت. ایـن روش‌ها شـامل روش‌هـای گوناگون 

طبقه‌بنـدی در علـم داده‌کاوی می‌باشـد.

2- کلیه
ایـن انـدام مهم در انسـان به شـکل لوبيا و تـا حدودی به اندازه مشـت 
بسـته و بـه رنـگ قرمـز مایل بـه قهـوه‌ای در طرفین سـتون مهره‌ها و 
زیـر دنده‌هـای تحتانـی واقـع شـده اسـت و بیشـتر اعضای بـدن برای 
عملکـرد مطلـوب، بـه آن وابسـته‌اند. هـر کلیـه بیـش از یـک میلیون 
واحـد تصفیه‌کننـده در خـود دارد و قادر اسـت روزانـه ۱۸۰ لیتر مایع 
را تصفیـه کنـد و بیـش از ۵۰ عنصـر شـیمیایی محلـول در ایـن مایع 
را اسـتخراج می‌کنـد. ترکیبـات مایـع ورودی بـه کلیه‌هـا کـه در واقع 
همـان پلاسـمای خـون اسـت بـا مایعـی کـه در کلیه‌هـا وجـود دارد 
فیلتـر می‌شـود و سـموم بـدن به صـورت ادرار کـه انـدازه آن حدود 1 
تـا ۲ لیتـر در شـبانه‌روز اسـت دفـع می‌شـود. همان‌طورکه گفته شـد 
بیـش از ۵۰ عنصـر شـیمیایی محلـول در خـون، در کلیـه اسـتخراج 
می‌شـود بنابرایـن کلیـه در مرحلـه نخسـت یـک عضو انتخـاب کننده 
اسـت کـه عناصـر بیهـوده و مضـر را تصفیـه می‌کنـد و تـا زمانـی که 
عناصـر مفیـدی ماننـد گلوکـز، آلبومین، املاح محلول و . . . بـه اندازه 
مناسـب در خـون وجـود داشـته باشـند بـه حـال خـود رهـا می‌کنـد 
از نظـر گـردش خـون، کلیه‌هـا 22 درص�د خروجـی قلـب را بـه خـود 

اختص�اص می‌دهن�د]7[.
واحـد اصلـی عملکـرد کلیـه، لوله بسـیار ریـز و باریکـی به‌نـام نفرون1 
اسـت. داخـل هر کلیـه بیش از یک میلیـون نفرون وجـود دارد. به‌طور 
معمـول از ۴۰ سـالگی بـه بعد، تعـداد نفرون‌هـای فعال کلیـه، هر ۱۰ 
سـال حـدود ۱۰ درصـد کـم می‌شـود. بـر همیـن اسـاس نفرون‌هـای 
فعـال در بسـیاری از افـراد ۸۰ سـاله به‌طـور حـدودی ۴۰ درصد کمتر 
از تعـداد آنهـا در زمـان ۴۰ سـالگی اسـت. البتـه کاهـش تعـداد آنهـا 
حيـات فـرد را تهدید نمی‌کنـد، زیـرا نفرون‌های باقیمانده دسـتخوش 
تغییـرات سازشـی خاصـی می‌شـوند کـه بـه آنها امـکان دفـع مقادیر 

مناسـب آب و الکترولیت‌هـا و محصـولات زایـد را می‌دهنـد.
کلیه‌هـا در دیـواره پشـتی شـکم در حـدود دنـده ۱۲ و نخسـتین تـا 
دومیـن مهـره کمـر قرار می‌گیرند. کلیه راسـت به واسـطه فشـار کبد، 
کمـی پایین‌تـر از کلیـه چـپ قـرار دارد. کلیـه، عضـوی اسـت لوبیایی 
شـکل، دارای یـک انتهـای فوقانی و یـک انتهای تحتانـی که »قطبین 
کلیـه« نامیـده می‌شـوند. در کنـاره داخلـی، یـک بریدگـی اسـت بـه 
اسـم »نـاف کلیه« کـه از آنجـا حالب، اعصاب، سـرخرگ، سـیاهرگ و 
لنـف بـه کلیـه وارد و از آن خـارج می‌شـوند. در داخـل کلیـه، تـاق به 
فضـای مرکـزی بزرگتـری وصـل می‌شـود بـه نـام سـینوس کلیـه که 
در آن کالیس‌هـای بـزرگ و کوچـک، لگنچـه، اعصـاب و عـروق خونی 
قـرار دارنـد ]8[. در شـکل )1( قسـمت‌های مختلـف کلیه نشـان داده 

ش�ده است.
3- بیماری‌های کلیوی

ناراحتـی کلیـه به‌طـور معمـول هـر دو کلیـه را درگیـر می‌کنـد. اگـر 
بیمـاری، توانایـی کلیه را در دفع و تنظیم آب و مواد شـیمیایی مختل 

شکل 1: کلیه و قسمت‌های مختلف آن

کنـد، مایـع اضافـی و مـواد زائـد در بـدن جمـع می‌شـود و عيلاـم و 
ورم شـدید اورمـی )نارسـایی کلیـوی( بـروز می‌کنـد. بیمـاری کلیـه 
انـواع و علـل متفاوتـی دارد در ایـن  بخـش بـه معرفـی مهمترین آنها 

می‌پردازیـم. 
3-1-  سنگ کلیه

بـه ذرات کوچـک و سـختی گفتـه می‌شـود کـه در یـک یـا هـر دو 
کلیـه تشـکیل می‌شـود و گاهـی بـه داخـل حالب‌هـا انتقـال می‌یابـد. 
سـنگ کلیـه از نظـر انـدازه از یک دانه شـن تـا حدود یک تـوپ گلف 
متغیـر و ممکـن اسـت منفـرد یـا متعـدد باشـد. سـنگ کلیـه به‌طور 
معمـول بزرگسـالان بالای ۳۰ سـال را از هر دو جنـس مرد و زن مبتلا 
می‌سـازد و البته بروز آن در مردان شـایع‌تر اسـت. سـنگ‌های مجاری 
ادراری دارای انـواع مختلفـی هسـتند. چهـار نـوع از آنهـا کـه شـیوع 
بیشـتری دارنـد و بیشـتر مـورد تحقیـق و پژوهـش قـرار گرفته‌انـد، 
بـه ترتیـب شـیوع عبارتنـد از: سـنگ‌های کلسـیمی، اسـید اوریکـی، 

اسـتروویتی و سیستئینی.
سـنگ‌های کلسـیمی شـایع‌ترین سـنگ‌ها هسـتند و تشـخیص آنهـا 
بـا عکسـبرداری سـاده توسـط اشـعه ایکس اسـت، چون به‌طـور کامل 
جلـوی عبـور اشـعه را می‌گیرنـد و یک سـایه واضح روی عکـس ایجاد 
می‌کننـد. سـنگ‌های کلسـیمی حـل نمی‌شـوند و بـرای درمانشـان 
روش‌هـای طبـی کمتـر جـواب می‌دهـد. سـنگ‌های اسـیداوریکی در 
مبتلایـان بـه نقـرس یـا سـایر افـرادی کـه اسـید اوریـک زیـادی در 
ادرارشـان دفـع می‌کننـد شـایع‌تر اسـت. ایـن سـنگ‌ها، اشـعه ایکس 
را از خـود عبـور می‌دهنـد و در نتیجـه، روی کلیشـه‌های رادیوگرافی، 
سـایه‌ای بـه جـا نمی‌گذارنـد. بنابرایـن بـه ایـن وسـیله نمی‌تـوان آنها 
را تشـخیص داد. بـرای مشـاهده آنهـا، از عکسـبرداری با مـواد حاجب 
یا سـونوگرافی اسـتفاده می‌شـود. سـنگ‌های اسـترووئیتی )سنگ‌های 
منیزیـم آمونیـوم فسـفات( همیشـه در ارتباط با عفونت مزمـن ادراری 
بـا برخـی باکتری‌های خاص هسـتند. هرچند تشـخیص آنهـا از طریق 
عکسـبرداری بـا اشـعه ایکس با سـونوگرافی سـاده اسـت، ولـی از آنجا 
کـه به‌طـور معمـول محـدود بـه کلیـه و بـدون علامـت هسـتند، در 
مراحـل اولیـه تشـخیص داده نمی‌شـوند و در مـوارد زیـادی، بـا رشـد 
آرام خـود، بـه تخریـب و نارسـایی کلیـه در اثـر انسـداد طولانی مدت 
منج�ر می‌ش�وند. س�نگ‌های اس�ترووئیتی و ن�وع مش�ابه آنه�ا، یعن�ی 
سـنگ‌های کراتینی، شـایع نیسـتند و دارای علل ارثی یـا در ارتباط با 

یکس�ری بیماری‌ه�ای خاص هس�تند]9[.
3-2- سرطان کلیه

سـرطان کلیه حـدود ۳ درصد از بدخیمی‌های بزرگسـالان را تشـکیل 
می‌دهـد و ایـن بیمـاری بیشـتر در فاصلـه سـنی ۴۰ تـا ۶۰ سـالگی 
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دی�ده می‌ش�ود. س�رطان کلی�ه در بی�ش از ۵۰ درصـد مـوارد علامتی 
نـدارد و به‌صـورت تصادفـی تشـخیص داده می‌شـود. به‌عنـوان مثـال، 
بیمـار بـه دلیـل درد معـده یـا درد پهلـو بـه پزشـک مراجعـه می‌کند 
و در سـونوگرافی، وجـود تـوده در کلیـه گـزارش می‌شـود. مهمتریـن 
عامل مسـتعدکننده به این سـرطان، سـیگار اسـت. در کسـانی که به 
مـدت طولانـی سـیگار می‌کشـند شـانس ابتلا به سـرطان کلیـه بالا 
اسـت. چاقـی نیز از دیگر ریسـک فاکتورهای سـرطان کلیه محسـوب 
می‌شـود. همچنیـن برخـی از بیماری‌هـای ژنتیکـی می‌تواند شـخص 
را مسـتعد سـرطان کلیـه کنـد. هرچنـد سـرطان کلیـه ممکن اسـت 
علامتـی نداشـته باشـد، بـا وجـود ایـن در صورتی‌کـه بیمـار علایـم 
زی�ر را مشـاهده کـرد بایـد به س�رعت به پزش�ک مراجعه کن�د. وجود 
خـون در ادرار از شـایع‌ترین علامـت سـرطان کلیه اسـت. بنابراین هر 
فـردی کـه بـه طـور واضـح ادرار خـود را خونی دیـد یا تغییـر رنگ در 
ادرار مشـاهده کـرد بایـد به سـرعت بـه پزشـک مراجعه کنـد چرا که 
ممکـن اسـت یکـی از علـل آن سـرطان کلیـه باشـد. علامـت بعـدی، 
درد پهلـو اسـت کـه با سـنگینی یکـی از پهلوهـا همراه اسـت. علامت 
ش�ایع بع�دی، وج�ود ی�ک توده قاب�ل لمس اس�ت برای تشـخیص این 
بیمـاری بایـد آزمایـش کامـل ادرار صـورت گیـرد تـا وجـود خـون در 
ادرار معلـوم شـود. قدم بعدی، سـونوگرافی از کلیه‌ها و مثانه اسـت که 
تـوده توپـر را در کلیـه نشـان می‌دهد. در حـال حاضر بهترین وسـیله 
برای تشـخیص تومورهای کلیه، سـپتی اسـکن شـکم اسـت. سـرطان 
کلیـه بـه دلیـل ترشـح مـوادی در بدن ممکن اسـت باعث بـروز علایم 
ناآشـنایی نظیـر: کم خونـی، اختلال در عملکرد کبد و افزایش کلسـیم 
خون شـود. بعد از انجام سـیتی اسـکن و تشـخیص تومـور کلیه بیمار 
از لحـاظ بررسـی انتشـار تومـور به نواحی دیگـر نیز باید مورد بررسـی 
ق�رار بگیـرد. در حـال حاضـر بهتریـن درمـان سـرطان کلیـه جراحی 
آن به‌صـورت برداشـتن کلیـه غـده فـوق کلیـه، چربـی اطـراف کلیـه، 
شـریان وریـدی، حالـب و غـدد لنفـاوی موضعی اسـت. متاسـفانه این 
سـرطان بـه شـیمی درمانی و رادیوترایی پاسـخ خوبـی نمی‌دهد و بعد 
از جراح�ی نی�ز احتمال بقای ۵ سـاله بیمـاری بالای ۹۰ درصد اسـت. 

شـیوع سـرطان کلیـه در مـردان ۲ برابر زنان اسـت]10[.
3-3-  نارسایی مزمن کلیوی

یـک فرایند پاتوفیزیولوژیک با علل متعدد اسـت کـه نتیجه آن کاهش 
توقف‌ناپذیـر تعـداد و کارکـرد نفرون‌هـا اسـت و در بسـیاری از مـوارد 

منج�ر ب�ه بیم�اری کلیوی مرحل�ه انتهایی می‌ش�ود]10[.
نارسـایی مزمن پیشـرفته کلیـه، تخریـب پیش‌رونده و برگشـت‌ناپذیر 
حفـظ  در  بـدن  توانایـی  مرحلـه  ایـن  در  اسـت.  کلیـوی  عملکـرد 
سوخت‌وسـاز و تعـادل آب و الکترولیت‌هـا از بیـن رفتـه و در نتیجـه 
اورمـی ایجـاد می‌شـود، درمـان اصلـی، پیوند کلیه اسـت، اما بـا توجه 
بـه اینکـه دسـتیابی بـه کلیـه پیونـدی در بیشـتر نقـاط جهان آسـان 
نیسـت، تـا زمـان پیونـد کلیـه، بیمار بایـد تحت درمـان با دیالیـز قرار 
گیرد. این شـرایط نه تنها بر سلامت جسـم و روان فرد تاثیر گذاشـته 
و زندگ�ی وی را تهدی�د می‌کنـد، بلکـه هزینه‌های خدمات سلامتی را 

نی�ز ب�الا می‌ب�رد ]10و11[.
3-4- مرحله انتهایی نارسایی کلیه

پیونـد کلیـه یـک اقدام جراحی اسـت کـه در آن یک کلیـه اهدایی، به 
فـرد پیونـد زده می‌شـود. یـک پیوند کلیه موفـق به فرد اجـازه زندگی 
معمولـی و سـالم را می‌دهـد و او را از درمـان دیالیـز رهـا می‌کنـد. 
پیونـد، درمانـی بـرای گروهـی از مبتلایان به نارسـایی پیشـرفته کلیه 
اسـت کـه برای پیوند، مناسـب تشـخیص داده شـده‌اند. دو نـوع پیوند 
کلیـه وجـود دارد: اهـدا از فـرد زنـده و اهـدا از جسـد. در پیونـد کلیه 

از اهداکننـدگان زنـده، بایـد گروه خونـی و بافت اهداکننـده و گیرنده 
بـا هـم منطبق باشـد. آزمایش‌هـا و بررسـی‌های کاملی برای سلامت 
اهـدا کننـده و کلیـه اهدایـی صـورت می‌گیرد. افـرادی که کلیـه اهدا 
می‌کننـد در ادامـه عمرشـان می‌تواننـد از زندگـی طبیعـی بهره‌منـد 

شوند]12[.
3-5- دیالیز

کلیه‌هـا مسـئول فیلتـر کـردن و در واقـع تصفیـه کـردن مـواد زائد از 
خـون هسـتند. دیالیـز عملیاتی اسـت کـه جایگزینی برای بسـیاری از 
وظایـف و مسـئولیت‌های طبیعـی کلیه‌هـا می‌باشـد. دیالیـز بـه افـراد 
ایـن امـکان را می‌دهـد، بـا اینکـه دیگـر کلیه‌های‌شـان به خوبـی کار 
نمی‌کنـد، بتواننـد زندگی خـوب و مفیدی را بگذراننـد. یکی از وظایف 
اصلـی کلیه‌هـا خـارج کـردن مـواد زایـد از بدن اسـت. بیمـاران زمانی 
کـه مـواد زائد بدن‌شـان آنقدر زیاد می‌شـود کـه به‌خاطـر آن ناراحتی 
در بدن‌شـان ایجـاد می‌گـردد، نیـاز بـه انجـام دیالیـز پیـدا می‌کننـد. 
سـطح مـواد زائـد به‌طـور معمـول کـم کـم در بـدن افزایـش می‌یابد، 
پزشـکان مـواد شـیمیایی مختلفـی را در خـون اندازه‌گیـری می‌کننـد 
تـا ببیننـد چه زمـان دیالیز بـرای بیمـار لازم می‌شـود. مهمترین مواد 
شـیمیایی موجـود در خـون که برای این مـورد اندازه‌گیری می‌شـوند، 
کراتینیـن و اوره خـون اسـت. وقتـی مقـدار ایـن دو مـاده در خون بالا 
مـی‌رود، نشـان دهنـده ایـن اسـت کـه توانایـی کلیه‌هـا بـرای تصفیه 

بـدن از مـواد زائد پاییـن آمده اسـت ]13[.

4-  داده‌کاوی و الگوریتم‌های داده‌کاوی
م�ورد  در  فـراوان  داده‌ه�ای  پزش�کی جم�ع‌آوری  دان�ش  در  امـروزه 
مراکـز  اس�ت.  برخ�وردار  فراوان�ی  اهمی�ت  از  مختل�ف  بیماری‌هـای 
پزش�کی ب�ا مقاص�د گوناگون�ی به جم�ع‌آوری ای�ن داده‌ه�ا می‌پردازند. 
تحقی�ق روی ای�ن داده‌ه�ا و به‌دس�ت آوردن نتای�ج و الگوه�ای مفی�د 
در رابط�ه ب�ا بیماری‌ه�ا، یک�ی از اهـداف اس�تفاده از این داده‌ها اس�ت. 
حج�م زی�اد ای�ن داده‌ها و سـردرگمی حاصل از آن مش�کلی اس�ت که 

مان�ع رس�یدن ب�ه نتای�ج قاب�ل توجه می‌ش�ود. 
بنابرایـن از داده‌کاوی بـرای غلبـه بـر ایـن مشـکل و به‌دسـت آوردن 
روابـط مفیـد بیـن عوامـل خطـرزا در بیماری‌هـا اسـتفاده می‌شـود. 
در  ارتباط�ات  و  الگوه�ا  یافت�ن  ب�رای  فرآین�دی  به‌عن�وان  داده‌کاوی 
پای�گاه داده ب�ه هم�راه اس�تفاده از اطلاع�ات ب�رای س�اختن مدل‌های 
به‌عن�وان  آن  از  همچنی�ن  و  اس�ت]14[  شـده  تعری�ف  پیش‌بینـی 
فراین�دی ب�رای انتخ�اب، اکتش�اف و س�اختن مدل‌ه�ا ب�ا اس�تفاده از 
انب�وه داده‌ه�ای ذخی�ره ش�ده ب�رای کش�ف الگوه�ای از پی�ش موجود 
نی�ز ی�اد می‌ش�ود]15[. از داده‌کاوی برای شناس�ایی رواب�ط و الگوهای 
نـو، صحی�ح، قاب�ل فه�م و به‌صـورت بالقـوه مفی�د در درون داده‌ه�ا ب�ا 
اس�تفاده از ترکی�ب مجموع�ه داده‌ه�ا و اس�تخراج الگوه�ای پیچی�ده 
بـرای انس�ان اس�تفاده می‌ش�ود]16[. داده‌کاوی، گامی مهم در کش�ف 
و اس�تخراج دان�ش می‌باش�د؛ این اصطلاح به معن�ای کاوش مجموعه 
داده‌هـای بـزرگ برای اس�تخراج الگوهای ناش�ناخته بین داده‌ها اس�ت 
]17[ از آنجای�ی ک�ه کش�ف رواب�ط بی�ن داده‌ه�ا در روش‌های س�نتی 
آماری بسـیار مش�کل اس�ت ]18[ از این‌رو کاربرد داده‌کاوی به سرعت 
در بخش‌ه�ای وس�یعی از قبی�ل س�ازمان‌های ارائه خدمات بهداش�تی، 

پیش‌بینـی مال�ی و پیش‌بین�ی ه�وا گسـترش یافت�ه اس�ت]19[. 
داده‌کاوی در مراقب�ت سلامت، ش�اخه بس�یار مهم�ی در تشـخیص 
بهداش�تی  داده‌کاوی  پزش�کی می‌باش�د.  فه�م عمیق‌ت�ر داده‌ه�ای  و 
درمان�ی، درص�دد ح�ل مسـائل دنی�ای واقع�ی در تشـخیص و درمـان 
بیماری‌ه�ا اس�ت]20[. همچنی�ن در مراقبت بهداش�تی درمانی، زمینه 
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تحقیقات�ی مهم�ی ب�رای پیش‌بین�ی بیماری‌ه�ا و درک�ی عمیق‌ت�ر از 
داده‌ه�ای بهداش�تی درمان�ی محس�وب می‌ش�ود. داده‌کاوی بهداش�تی 
درمان�ی قص�د دارد ت�ا مس�ائل دنی�ای واقع�ی را در تش�خیص و درمان 
بیماری‌ه�ا ح�ل کن�د]42[. پژوهشـگران از ای�ن روش برای تش�خیص 
بیماری‌هـای مختل�ف اس�تفاده می‌کنن�د و بـرای ای�ن کار از روش‌ه�ا 
و الگوریتم‌هـای مختلف�ی بهـره می‌برن�د ک�ه میـزان درسـتی و دق�ت 
آنه�ا ب�ا یکدیگ�ر متفـاوت اس�ت]21[. کاربرده�ای داده‌کاوی می‌تواند 
در تمـام بخش‌ه�ای صنع�ت مراقب�ت بهداش�تی درمان�ی به‌ص�ورت 
ج�دی مفی�د باش�ند. بـرای مث�ال س�ازمان‌های ارائه‌دهن�ده خدم�ات 
بیم�ه بهداش�تی درمان�ی می‌توانن�د کلاهبرداری و س�وء اس�تفاده‌ها را 
شناس�ایی نماین�د؛ سـازمان‌های بهداش�تی درمانی تصمیم�ات مربوط 
ب�ه مدیری�ت ارتب�اط ب�ا مراجعه‌کنن�دگان را اتخ�اذ نماین�د، پزش�کان، 
درمان‌ه�ای موث�ر و بهتری�ن ش�یوه‌های درمان�ی را شناس�ایی نمایند و 
بیم�اران، خدم�ات مراقبت�ی بهت�ر و رضایت بخش‌ت�ر را دریافت نمایند 
]222و23[ ش�ناخت روش‌ه�ای پیش�گیرانه و درمان�ی در بیماری‌های 
مزم�ن از قبی�ل آس�م از طری�ق داده‌کاوی میس�ر می‌ش�ود و این روش 
نقش بارزی در ش�ناخت الگوها دارد]24[. ابزارها و روش‌های بس�یاری 
ب�رای داده‌کاوی و تحلی�ل آنه�ا وج�ود دارد که الگوریتم‌های مش�ابهی 
را پیاده‌س�ازی کرده‌ان�د. ای�ن پژوهش ب�ا اس�تفاده از روش‌های تحلیل 
و داده‌کاوی قص�د دارد ت�ا ب�ا تحلی�ل داده‌ه�ای گ�ردآوری ش�ده ب�رای 
بیم�اری پارکینسـون، بخش�ی از دان�ش پنه�ان در آن را کش�ف نموده 
و گ�زارش کن�د. فراین�د کش�ف دان�ش دارای چندین مرحله می‌باش�د 
ک�ه دق�ت در انج�ام هر ک�دام از این مراح�ل، روی کیفی�ت کل فرایند 

تاثیرگ�ذار اس�ت. ای�ن مراح�ل عبارتند از:
 1- فهم و تعریف مسـاله: مرحله نخسـت فهم حوزه کاری و مسـاله‌ای 
اسـت کـه سـعی در پیدا کـردن راه حل برای آن داریـم. درک کامل 
مسـاله پیش‌نیـاز ضروری بـرای انتخـاب روش مناسـب داده‌کاوی و 

کشـف دانش مفید از میـان داده‌ها می‌باشـد]25[.
 2-جمـع‌آوری و پیـش پـردازش داده‌هـا: پیش‌پـردازش داده‌ها خود 
شـامل مراحلی اسـت. این مراحل عبارتند از: یکپارچه‌سـازی، حذف 
نویزهـا، مقابلـه بـا مقادیـر مفقـوده و تغییـر شـکل داده‌هـا، کاهش 

تعـداد داده‌هـا و یـا تعـداد ویژگی‌ها و غیـره ]25[.
 3- داده‌کاوی: مرحله سـوم همان مرحله داده‌کاوی اسـت که با انجام 
آن الگوهـا و مدل‌هـای پنهـان در میـان داده‌ها اسـتخراج می‌شـود. 
در ایـن مرحلـه مـا باید نخسـت وظیفـه داده‌کاوی2 و سـپس روش 

داده‌کاوی را انتخـاب نماییم]25[.
 4- تفسـیر و ارزیابـی نتایـج: مرحلـه چهـارم شـامل تفسـیر نتایـج 
به‌دسـت آمـده از مرحلـه سـوم می‌باشـد. به‌الـزام نتایـج به‌دسـت 
آمـده از مرحلـه سـوم قابل اطمینان نیسـتند و ممکن اسـت بیانگر 
دانـش مفیـد و قابـل اسـتفاده نباشـند. بـه همیـن خاطر بایـد این 
نتایـج را بـه گونه‌ای ارزیابی نمـود. برای ارزیابی مدل به‌دسـت آمده 
می‌تـوان در ابتـدای امر، داده‌ها را به دو دسـته آمـوزش3 و آزمایش4 
تقسـیم نمود، مدل را روی داده‌های آموزش سـاخت و سـپس نتایج 
به‌دسـت آمـده را روی داده‌هـای تسـت آزمایـش کـرد و دقت مدل 

را محاسـبه نمود]25[.
 5- اسـتفاده از دانش کشـف شـده: مرحلـه آخـر اسـتفاده از دانش 
اسـتخراج شـده از داده‌هـا به‌صـورت عملـی می‌باشـد. در حقیقـت 
هـدف از انجـام مراحل مختلف کشـف دانش، دسـتیابی بـه نتایجی 
اسـت کـه بتـوان از آنهـا در دنیـای واقعـی و بـرای بهبـود کارایـی 
سـازمان‌ها اسـتفاده کـرد. ایـن دانـش اسـتخراج شـده می‌توانـد 
به‌عنـوان یـک سیسـتم کمـک تصمیـم در دنیـای واقعـی مـورد 
اسـتفاده قـرار گیـرد. داده‌کاوی روی داده‌هـای پزشـکی از اهمیـت 

بالایـی برخـوردار اسـت و طراحـی سیسـتم‌های کمـک تصمیـم 
جهـت یاری رسـاندن به پزشـکان در زمینه تشـخیص نـوع بیماری 
و یـا انتخـاب نـوع درمـان مناسـب، بـا کمـک داده‌کاوی می‌توانـد 
کمـک شـایانی در زمینـه نجـات جـان انسـان‌ها انجـام دهـد ]44[.

الگوریتم‌هـای داده‌کاوی کـه در حـوزه تشـخیص و  انـواع  ادامـه  در 
پیش‌بینـی بیمارهـای نارسـایی کلیـوی کاربـرد دارنـد مـورد بحـث و 

بررسـی قـرار می‌گیرنـد.
4-1- الگوریتم درخت تصمیم5

درخ�ت تصمی�م، یک�ی از ابزاره�ای ق�وی و مت�داول ب�رای رده‌بندی و 
پیش‌بین�ی می‌باش�د. در س�اختار درخ�ت تصمیم، پیش‌بینی به‌دس�ت 
آمده از درخت در قالب یکس�ری قواعد توضیح داده می‌ش�ود. س�اختار 
درخت تصمیم، یک س�اختار درختی، شـبیه فلوچارت اس�ت. بالاترین 
گ�ره در درخ�ت، گره ریش�ه اس�ت و گره‌ه�ای برگ، رده‌ها را مش�خص 

می‌کنند]26[. 

شکل 2: نمو‌نه‌ای از یک درخت تصمیم
پیدای�ش درخ�ت تصمی�م، ش�امل دو مرحل�ه اس�ت: مرحل�ه رش�د و 
ایج�اد درخ�ت و مرحل�ه ه�رس درخت با ه�دف کمینه ک�ردن خطای 
پیش‌بین�ی]25و26[. تم�ام الگوریتم‌ه�ای ایج�اد درخت، ب�ا نگرش بالا 
بـه پایی�ن ایج�اد می‌ش�وند. روش‌ه�ای متفاوت�ی ب�رای ایج�اد درخت 
وج�ود دارد. یک�ی از روش‌ه�ای معم�ول ب�رای ایج�اد درخ�ت، انتخاب 
معیـاری بـرای انشـعاب گره‌ه�ای بالایی به تعـدادی زیرگره می‌باش�د. 
انتخ�اب نقط�ه شکس�ت و ایجاد انش�عاب در درخ�ت از اهمیت خاصی 
برخ�وردار اس�ت. مهمتری�ن معیاره�ا بـرای انتخ�اب نقط�ه شکس�ت، 
دو معیـار جینـی6 و آنتروپـی7 هس�تند]26[. ای�ن معیاره�ا، مبتن�ی بر 
ناخالص�ی می‌باش�ند. همـواره متغیری برای انشـعاب، انتخاب می‌ش�ود 
ک�ه باع�ث کاه�ش ناخالصی ش�ود. در انتخاب نقطه شکس�ت، متغیری 
ک�ه زیرگروه�ش به یک�ی از رده‌ه�ا )برگ( تبدیل ش�ود، اولوی�ت دارد.

4-2- شبکه عصبی چند لایه8
ش�بکه عصب�ی مصنوعی،ی�ک م�دل محاس�باتی اله�ام گرفته ش�ده از 
س�اختار و رفتار ش�بکه عصبی بیولوژیکی اس�ت. ش�بکه عصبی از یک 
گ�روه به هم پیوس�ته از نورون‌ها مصنوعی تش�کیل ش�ده ک�ه پردازش 
اطلاع�ات در آن ب�ا اسـتفاده از ارتب�اط بی�ن نورون‌ه�ا انج�ام می‌ش�ود. 
ش�بکه عصب�ی دارای معماری‌ه�ای پیاده‌س�ازی مختلف�ی اس�ت. برای 
پیش‌بین�ی و کلاس�ه‌بندی داده‌هـا، به‌ط�ور معمـول از ش�بکه عصب�ی 
پیش‌خ�ور چن�د لای�ه اس�تفاده می‌ش�ود. ای�ن ن�وع ش�بکه عصب�ی، از 
ی�ک لای�ه ورودی و ی�ک لای�ه خروج�ی و چندی�ن لای�ه پنه�ان ایجاد 
می‌ش�ود. اطلاعات اولیه ش�بکه در لایه ورودی دریافت ش�ده و پس از 
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محاس�بات و وزن‌دهی در لایه پنهان به لایه خروجی ارس�ال می‌ش�ود. 
الگوریتم‌ه�ای مختلف�ی برای وزن‌ده�ی ارتباطات بین لایه‌ها براس�اس 
مقادیر لایه ورودی تعریف ش�ده اس�ت. الگوریتم انتش�ار، یک الگوریتم 
یادگی�ری ب�ا ناظ�ر ب�وده  ک�ه دارای دو مرحله انتش�ار و تغیی�ر وزن‌ها 
اس�ت. ای�ن دو مرحلـه، آنق�در تکرار ش�ده ت�ا کارایی ش�بکه ب�ه اندازه 
کاف�ی برس�د. الگوریتم‌هـای لونبـرگ_ مارکـوارت، گرادیان�ت م�زدوج 
پـل_ ریبی�ر، س�ایر الگوریتم‌ه�ای یادگیری هس�تند. مقدارده�ی اولیه 
وزن‌ه�ا به‌صـورت تصادف�ی اس�ت. زمـان آمـوزش در شـبکه عصب�ی 
اس�تفاده می‌ش�ود ک�ه زم�ان  بیش�تر در م�واردی  طولان�ی اس�ت و 
یادگیری، در آنها مهم نباش�د. در ش�کل )3( یک شـبکه عصبی با س�ه 

لای�ه نمایش داده ش�ده اسـت ]27[.

شکل 3: ساختار شبکه عصبی چند لایه

4-3-  الگوریتم ماشین بردار پشتیبان9
ماش�ین بردار پش�تیبان ن�وع خاصی از شـبکه‌های عصبی هس�تند که 
ب�ر خلاف س�ایر انواع ش�بکه عصب�ی مانند ش�بکه عصبـی چندلایه10، 
شـبکه عصبـی پایـه شـعاعی11 به ج�ای کمینه ک�ردن خطا، اق�دام به 
کمین�ه ک�ردن ریس�ک عملیاتی کلاس�ه‌بندی ی�ا مدل‌س�ازی می‌کند. 
ای�ن ابـزار، بسـیار قدرتمن�د اس�ت و در زمینه‌ه�ای مختلف�ی چ�ون 
کلاس�ه‌بندی، خوش�ه‌بندی و مدل‌س�ازی )رگرسـیون( می‌توان�د م�ورد 
اس�تفاده ق�رار بگی�رد. یک�ی از الگوریتم‌ه�ای مهم از میان ماش�ین‌های 
بردار پش�تیبان، رگرس�یون بردار پشتیبان12 می‌باش�د. در آمارکلاسیک 
روش‌های کلاس�ه‌بندی و رگرس�یون بر پایه فرضیات محدود کننده‌ای 
بن�ا شـده ک�ه در آن مدل‌هـای توزی�ع احتمـال و ی�ا تواب�ع چگال�ی 
احتمال، معلوم هس�تند. متأس�فانه بس�یاری اوق�ات، در عمل اطلاعات 
کاف�ی درب�اره توزی�ع احتم�ال متغیره�ای م�ورد مطالع�ه در دس�ترس 
نیس�ت. در چنی�ن مواقع�ی به روش‌های�ی نیاز داریم که بدون دانس�تن 
توزی�ع احتم�ال، ب�ه خوبی عم�ل کنند. همچنی�ن در بیش�تر مطالعات 
بـا اطلاعات�ی در فضاهای�ی ب�ا ابع�اد ب�الا مواج�ه هسـتیم ]27[. ب�رای 
اس�تفاده از روش‌ه�ای کلاس�یک آم�اری در چنی�ن ش�رایطی، نیازمند 
نمونه‌های�ی ب�ا حج�م بالا می‌باش�یم ک�ه ممکن اس�ت در عم�ل فراهم 
کـردن آن میس�ر نباش�د. یک�ی از روش‌های�ی ک�ه بـرای ح�ل چنی�ن 
مش�کلاتی مـورد اس�تفاده قـرار می‌گیـرد، اس�تفاده از الگوریتم‌ه�ای 
یادگیری ماش�ین اس�ت. ماش�ین ب�ردار پش�تیبان یک تکنی�ک جدید 
از روش‌ه�ای یادگی�ری ماش�ین اس�ت و می‌توان محبوبی�ت کنونی آن 
را ب�ا محبوبی�ت شـبکه‌های عصب�ی دردهه‌های گذش�ته مقایس�ه کرد. 
ماش�ین ب�ردار پش�تیبان در پیش‌بینی‌ها نس�بت به ش�بکه‌ها‌ی عصبی 
از دق�ت بالات�ری برخ�وردار اس�ت. از طرف�ی تعیی�ن وضعیت ش�بکه و 
قابلیت تعمیم ش�بکه عصبی ب�رای وظایف مدل‌س�ازی/ یادگیری هنوز 
ب�ه خوب�ی حل نش�ده اس�ت، در حالی‌که مدل ماش�ین بردار پش�تیبان 

بـه خوب�ی تعمیم‌پذی�ر اس�ت. ویژگ�ی مه�م ماش�ین ب�ردار پش�تیبان 
ای�ن اس�ت ک�ه ب�ر خلاف الگوریتم‌ه�ای کلاس�یک و رگرس�یون‌های 
خط�ی ک�ه به‌وس�یله کمینه ک�ردن قدر مطل�ق خطا یا ت�وان دوم خطا 
عم�ل می‌کنن�د، آنه�ا ریس�ک عملیات�ی را کمین�ه می‌کنن�د. ماش�ین 
بـردار پش�تیبان برخلاف ش�بکه‌های عصبی با مش�کل گی�ر افتادن در 
کمینه‌ه�ای محل�ی تابع خطا مواجه نمی‌باش�د. همچنین با اس�تفاده از 
هس�ته‌های غیرخط�ی قـادر ب�ه تصمیم‌گی�ری غیرخطی نیز می‌باش�د. 
انتخ�اب هس�ته‌های مناس�ب ب�رای ماش�ین ب�ردار پش�تیبان، منجر به 
برت�ری آن نس�بت به س�ایر رویکردهای مبتنی ب�ر تصمیم‌گیری خطی 
ش�ده اس�ت. مدل‌های ماش�ین‌های ب�ردار پش�تیبان به دو گ�روه عمده 
م�دل کلاس�ه‌بندی ماش�ین‌های بـردار پشـتیبان و م�دل رگرس�یون 
ماش�ین بردار پش�تیبان تقسـیم‌بندی می‌ش�وند. از مدل کلاس�ه‌بندی 
ماشـین ب�ردار پش�تیبان جه�ت ح�ل مس�ائل کلاس�ه‌بندی داده‌های�ی 
ک�ه در کلاس‌ه�ای مختل�ف ق�رار می‌گیرنـد اس�تفاده می‌ش�ود و مدل 
رگرس�یون ماش�ین ب�ردار پش�تیبان در حل مس�ائل پیش‌بین�ی کاربرد 

]26و27و28[. دارد 
4-4-  الگوریتم جنگل تصادفی13

روش جنـگل تصادفـی یـک روش غیـر پارامتـری و متعلق بـه خانواده 
روش‌هـای دسـته جمعـی کـه در اواخـر قـرن نوزدهـم از روش‌هـای 
شـامل  کـه  را  الگوریتـم  ایـن  آمـد.  به‌دسـت  یادگیـری  ماشـین 
مجموعـه‌ای از درخت‌های دسـته‌بندی و رگرسـیونی اسـت نخسـتین 
ب�ار بریم�ن توس�عه داد]28[. روش جنگل�ی تصادف�ی از مجموعهای از 
درخت‌هـا کـه با بازسـازی داده‌های آموزشـی به‌کار گرفته شـده اسـت 
سـاخته می‌شـود در حالـت عـادی مجمو‌عـه‌ای از نمونه‌هـا هسـتند 
کـه بـه شـکل تصادفـی بـا جایگزیـن داده‌های آموزشـی اصلی شـکل 
می‌گیرنـد. ترکیب سـه پارامتـر در الگوریتـم جنگل تصادفـی ضروری 
اسـت نخسـت این‌کـه چـه تعـداد درخـت بایـد سـاخته شـود. دیگـر 
اینکـه چـه تعـداد از متغیرهـا در ایجـاد یک گره برای شـبکه شـرکت 
می‌کننـد و پارامتـر سـوم بـه انـدازه گره بـر می‌گردد که عمـق درخت 
سـاخته شـده را نشـان می‌دهـد. در زمان سـاخته شـدن یـک درخت 
مجموعـه آموزشـی جدیـد بـا جایگزینی مجموعـه داده‌های آموزشـی 

اصلـی سـاخته می‌شـود.
4-5-  الگوریتم رگرسیون14

پیش‌گویـی مقادیـر پیوسـته می‌توانـد توسـط تکنیک‌های آمـاری که 
رگرسـیون نامیده می‌شـود مدل‌سـازی شـوند. هدف تحلیل رگرسیون 
تعییـن بهتریـن مدلی اسـت کـه بتواند متغیـر خروجی بـا متغیرهای 
ورودی متعـدد را تعيين کند. بیشـتر حالات تحليل رگرسـيون حالتی 
اسـت کـه تعییـن کننـده چگونگـی ارتبـاط متغيـر Y بـا یک یـا چند 
متغيـر X1 , X2 , ... , Xn باشـد. Y به‌طـور معمـول خروجـی پاسـخ یا 
متغیـر وابسـته نامیـده می‌شـود و X1-X ورودی‌ها، برگشـت کننده‌ها، 

متغیرهـای توضیحی یـا متغیرهای مسـتقل نامیده می‌شـوند.]28[.
4-6- الگوریتم منطق فازی15

منطـق فـازی شـکلی از منطق‌هـای چنـد ارزشـی بـوده کـه در آن 
ارزش منطقـی متغیرهـا می‌توانـد هـر عـدد حقیقـی بیـن ۰ و ۱ و 
خـود آن‌هـا باشـد. ایـن منطـق به‌منظـور به‌کارگیـری مفهوم درسـت 
و جزئـی به‌کارگیـری می‌شـود، به‌طوری‌کـه میـزان درسـتی می‌توانـد 
هـر مقـداری بیـن به‌طـور کامـل درسـت و به‌طـور کامـل غلط باشـد.  
ایـن الگوریتـم دارای تابـع عضویـت فـازی اسـت کـه  مشـخص‌کننده 
عضویـت یـك متغیـر در منطـق فـازی می‌باشـد. ایـن تابـع بایـد بـه 
گونه‌ای تعریف شـود که قادر به انعکاس رفتار مناسـبی از هدف باشـد 
تـا مـورد اسـتفاده قرار گیـرد. همچنین از ایـن تابع در مـوارد مختلفی 
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فصل‌نامه

علمـي
انجمن مهندسین برق و الکترونیک ایران-شاخه خراسان
سال نهـم/ شماره18/  زمستان 1401 46

ماننـد پردازش تصاویـر AND-Like و OR-Like  عملگرهای متعددی 
از جملـه دیجیتـال، تشـخیص الگـو و سیسـتم‌های کنترلـی اسـتفاده 
بهینه‌سـازی  و  ابتـکاری  خوشـه‌بندی  اجـرای  به‌منظـور  و  می‌شـود 
مسـیریابی در مسـائل چند هدفی نیز مناسـب می‌باشـد. با این وجود 

ایـن الگوریتـم یـك جـواب بهینه تولیـد نخواهد کـرد ]28[.
4-7- الگوریتم ژنتیک16

روز  هـر  و  بـوده  وسـیع  بسـیار  ژنتیـك  الگوریتـم  کاری  محـدوده 
بـا پیشـرفت روز افـزون علـوم و فنـاوری اسـتفاده از ایـن روش در 
بهینه‌سـازی و حـل مسـائل بسـیار گسـترش یافتـه اسـت. الگوریتـم 
ژنتیـك یکـی از زیرمجموعه‌های محاسـبات تکامل یافته می‌باشـد که 
رابطـه مسـتقیمی با مبحث هـوش مصنوعـی دارد و آن را می‌توان یك 
روش جسـتجوی کلـی نامید کـه از قوانیـن تکامـل بیولوژیك طبیعی 

تقلیـد می‌کنـد]29[.
در الگوریتـم ژنتیـك یـك کروموزوم نشـان دهنده جوابـی کامل برای 
مسـاله می‌باشـد و بـرای اندازه‌گیـری میـزان بـرآورده شـدن هـدف 
از تابـع برازندگـی اسـتفاده می‌شـود. در ابتـدا یـك جمعیـت تصادفی 
از کروموزوم‌هـا تولیـد می‌شـود و سـپس برازندگـی هرکرومـوزوم بـا 
اسـتفاده از تابـع برازندگـی محاسـبه می‌شـود. در ادامـه عملگرهـای 
ژنتیـك شـامل انتخـاب، تولیـد مثل و جهـش در کروموزوم هـا اعمال 
می‌شـوند و ایـن مراحـل بـرای تعـداد معینـی تکـرار می‌گـردد. ایـن 
الگوریتـم بـرای کنترل، طبقه‌بندی و خوشـه‌بندی اسـتفاده می‌شـود. 
از معایـب آن می‌تـوان به زمان محاسـبات زیاد اشـاره نمـود. همچنین 
تعریـف یـك تابـع بـرای زندگـی مناسـب در آن نیـز مسـاله مهمی به 

شـمارمی‌آید]29و30[.
4-8- کلاسه‌بندی کننده بیزین ساده17

کلاسـه‌بندی کننـده بیزیـن سـاده براسـاس قانـون احتمـال بیـز، بـا 
فـرض اسـتقلال مقادیـر ویژگی‌ها بر اسـاس ویژگی برچسـب، طراحی 
شـده اسـت. لغـت سـاده درعنوان ایـن کلاسـه‌بندی کننده بـه همین 
موضـوع اشـاره می‌کند. بـا توجه بـه الگوریتم سـاده این کلاسـه‌بندی 
کننـده، سـرعت محاسـبه آن بـالا اسـت. این سـادگی باعـث مدیریت 
ایـن  می‌شـود.  ویژگـی  زیـادی  تعـداد  بـا  داده  پایـگاه  یـک  سـاده 
کلاسـه‌بندی‌کننده بـرای پیش‌بینی بر چسـب یک رکورد در مقایسـه 
بـا سـایر کلاسـه‌بندی‌کننده‌ها به داده‌های آموزشـی کمتـری نیاز دارد 

.]30[
4-9- الگوریتم‌های بوستینگ18

بوسـتینگ یک فرا الگوریتم ترکیبی در حوزه یادگیری ماشـین اسـت 
کـه بـرای کاهـش عدم تـوازن و همچنیـن واریانس به‌کار مـی‌رود. این 
روش در یادگیـری بـا نظـارت مورد اسـتفاده قـرار گرفتـه و از خانواده 
الگوریتم‌هـای یادگیری ماشـین به‌شـمار مـی‌رود. این تکنیک، روشـی 
بـرای تبدیـل سیسـتم‌های یادگیـری ضعیـف بـه قـوی بـر اسـاس 
ترکیـب نتایـج طبقه‌بندهـای مختلف اسـت. هرچند که بوسـتینگ در 
قالـب الگوریتمیـک قـرار ندارد ولـی بیشـتر الگوریتم‌هایی کـه بر پایه 
بوسـتینگ طراحـی شـده‌اند، یادگیرنـده‌ای ضعیـف را به‌صـورت تکرار 
شـونده آمـوزش داده و به مجموعـه قبلی اضافه می‌نمایـد تا در نهایت 
بـه یـک طبقه‌بندی قوی دسـت یابـد. یادگیرنده‌های ضعیـف در حین 
اضافـه شـدن بـه مجموعـه، وزن‌دهـی می‌شـوند کـه ایـن وزن‌دهـی 
به‌طـور معمـول بر اسـاس میـزان دقـت در طبقه‌بندی نمونه‌ها اسـت. 
پـس از اضافـه شـدن هر طبقـه بنـد، نمونه‌های موجـود )داده‌هـا( نیز 
وزن‌دهـی می‌گردنـد )وزنشـان اصلاح می‌گـردد(. وزن‌دهـی نمونه‌هـا 
به‌صورتـی اسـت کـه در هـر مرحلـه، وزن نمونه‌هایـی کـه به‌صـورت 
صحیـح طبقه‌بنـدی می‌شـوند کاهـش یافتـه و وزن نمونه‌هایـی کـه 

به‌درسـتی طبقه‌بنـدی نشـده‌اند، بیشـتر می‌شـود تـا در مراحل بعدی 
)توسـط یادگیرنده‌هـای جدیـد( بیشـتر مـورد توجـه بـوده و بـا دقت 
بیشـتری طبقه‌بنـدی گردنـد؛ بنابراین تمرکـز یادگیرنده‌هـای ضعیف 
جدیـد، بیشـتر بـر روی داده‌هایـی خواهد بـود که سیسـتم در مراحل 
قبلـی قـادر به طبقه‌بندی صحیح آنها نبوده اسـت. ایـن روش می‌تواند 
نتایـج بسـیار قـوی از خـود بـه جـا بگـذارد به‌گونـه‌ای که در مسـائلی 
چـون جسـتجوی تصویر حتـی از روش‌های مبتنی بر شـبکه‌ عصبی و 

ماشـین بردار‌ پشـتیبانی نیز بهتـر عمل کنـد]30و31[.
4-10- الگوریتم آدابوست19

هـدف ایـن الگوریتـم، ایجـاد یـک کلاسـه‌بندی‌کننده قـوی براسـاس 
ایـن  کار  اسـاس  اسـت.  ضعیـف  کلاسـه‌بندی‌کننده  چنـد  ترکیـب 
الگوریتـم بـر مبنای وزن‌دهی به رکوردها اسـت. الگوریتـم در هر واحد 
زمانـی تکـرار t= T…1 یـک کلاسـه‌بندی کننـده ضعیـف یـا پایـه را 
فراخونـی و وزن‌هـای تخصیصـی بـه رکوردهـا را تغییر می دهـد. وزن 
رکوردهایـی که اشـتباه کلاسـه‌بندی شـده‌اند را افزایـش و رکوردهایی 
که به درسـتی کلاسـه‌بندی شـده انـد، کاهـش می‌یابد. کلاسـه‌بندی 
کننـده جدیـد با ورود به سیسـتم، تمرکـز خود را بـر روی رکوردهایی 
کـه به درسـتی کلاسـه‌بندی نشـده و وزن بیشـتری دارند، مـی گذارد 

.]32[
4-11- یادگیری عمیق20

يادگیرنده‌هـاي عمیـق در زمینـه شـبكه‌هاي عصبـي  بیشـتر  از آن 
مصنوعـي در بیـن مـردم از محبوبیـت ویـژه‌ای برخـوردار شـدن در 
يادگیـري، ويژگي‌هـاي غیـر خطـي چنديـن لايـه اسـتخراج مي‌شـود 
و بـه يـک دسـته‌بندي‌کننده اعمـال شـده و آن هـم ايـن ويژگي‌هـا را 
بـا هـم ترکیـب مي‌کند تـا بتواند يـک پیش‌بینـي انجام دهـد. كيي از 
مـواردي کـه مـا را به اسـتفاده از تعـداد لايه‌هـاي بیشـتر در يادگیري 
عمیـق ترغیـب مي‌کنـد اسـتفاده از تعـداد لايه‌هـاي بیشـتر به‌منظور 
اسـتخراج ويژگي‌هـاي بیشـتر مي‌باشـد. روش کار در يادگیـري عمیق 
در عمل از مغز انسـان و نحوه کار قسـمت پردازشـگر بینايي مغز اسـت 
کـه نورون‌هـاي مربـوط به سلسـله مراتب اولیـه که اطلاعـات دريافت 
مي‌کننـد حسـاس مي‌باشـد و در ادامـه خروجي‌هـا در يـک سلسـله 
مراتـب ديگـر بـه سـاختارهاي پیچیده‌تري حسـاس مي‌باشـند. به‌طور 
کلـي يادگیـري عمیـق در اين نوع شـبكه‌ها وابسـتگي زمانـي را هم با 
خـود دربـر دارد، همان‌طورکه در شـبكه‌هاي عصبي، ورودي شـبكه از 
ورودي قبلـي تاثیـر مي‌پذيـرد و به‌طـور تقریبـی يـک حافظـه در يک 
شـبكه عصبي ايجـاد مي‌شـود. بنابرايـن يادگیري عمیـق در يادگیري 
ويژگي‌هـاي سلسـله مراتبـي غیر خطـي عمیق خلاصه نمي‌شـود بلكه 
مي‌تـوان از آن در يادگیـري وابسـتگي‌هاي زمانـي غیـر خطي طولاني 

در داده‌هـاي ترتیبـي هم اسـتفاده کـرد]31و 32[.

5- کارهای مرتبط
در مقالـه ]33[ لاكشـمی و همـکاران در پژوهشـی بـا اسـتفاده از سـه 
الگوریتم شـبکه‌های عصبی مصنوعی، رگرسـیون لجسـتیک و درخت 
تصمیـم بـه پیش‌بینـی بقـای بیمـاران دیالیـزی پرداختند. آنهـا برای 
فراینـد دسـته‌بندی از ابـزاری بـه نـام Tanagra بهـره بـرده و در آن 
سـه الگوریتـم مذکـور را ده بـار آزمایـش نمودنـد. نتایج نشـان داد که 
دقـت الگوریتم شـبکه‌های عصبی مصنوعی با مقـدار 93/85٪ عملکرد 
بهتری نسـبت به دو الگوریتم رگرسـیون لجسـتیک با دقت 74/4٪  و 

درخـت تصمیم بـا دقـت 78/44%  دارد.
 در مقالـه ]34[ ويچایـا رانـی و دایانانـد به پیش‌بینی بیمـاران کلیوی 
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بـا به‌کارگیـری از دو الگوریتـم تأیـو پیـزا و ماشـین‌بردار پشـتیبان 
پرداختنـد. در ایـن پژوهش آنها بـا جمع‌آوری اطلاعـات پانصد بیمار و 
آنالیز شـش ویژگی شـامل: سن، جنسـیت، اوره، کراتین و فیلتراسیون 
گلومرولـی اقـدام بـه بررسـی ایـن بیمـاران نمودنـد. در نهایـت به این 
نتیجـه دسـت یافتنـد کـه زمـان اجـرای الگوریتم نایـو نیز نسـبت به 
الگوریتـم ماشـین بـردار پشـتیبان کمتـر بـوده امـا دقـت پیش‌بینـی 

الگوریتـم ماشـین بـردار پشـتیبان بیشـتر از الگوریتم نانوبيز اسـت.
در مقالـه ]35[ شـارما و همـکاران نیـز بـا به‌کارگیـری الگوریتم‌هـای 
طبقه‌بنـدی کننـده مختلـف از جملـه الگوریتـم نزدیک‌ترین همسـایه 
و درخـت تصمیـم در نرم‌افـزار متلـب اقدام به تشـخیص ایـن بیماری 
نمودنـد. دقـت هـر یـک از الگوریتم‌هـا بـه ترتیـب ٪88/8 و 57/4٪ 
محاسـبه گردیدنـد. در نهایـت آنهـا بـه ایـن نتیجـه دسـت یافتند که 
الگوریتـم درخـت تصمیـم بیشـترین دقـت را در تشـخیص بیمـاری 

نارسـایی کلیـوی دارا می‌باشـد. 
در ]36[ راميـا و رادهـا، بـا اسـتفاده از الگوریتم‌هایی تابع پایه شـعاعی 
پـس انتشـار عصبـی21و جنـگل تصادفـی بـه تشـخیص بیمارانـی کـه 
مشـکوک بـه بیمـاری نارسـایی کلیـوی بودنـد، پرداختنـد. آنهـا بـه 
 R منظـور بـه انجـام رسـاندن پژوهـش خـود، از نرم‌افـزاری بـه نـام
اسـتفاده نمودنـد. با اعمـال الگوریتم‌های بیان شـده بـر روی داده‌های 
بیمـاران، آنـان به این نتیجه رسـیدند کـه الگوریتم  تابع پایه شـعاعی 
بـا دقـت 85/3 % در مقایسـه با الگوریتم‌هـای تابع پایه شـعاعی21 پس 
انتشـار عصبـی و جنـگل تصادفـی بـه ترتیـب بـا دقت‌هـای 80/4% و 
78/6%، عملکـرد بهتری جهت تشـخیص بیماران مشـکوک به بیماری 

نارسـایی کلیوی دارد.
در مقالـه ]37[ تازیـن و همکاران با اسـتفاده از الگوریتم‌های داده‌کاوی 
ماشـین بـردار پشـتیبان درخـت تصمیـم، k - نزدیک‌تریـن همسـایه 
ویژگی‌هـای  انتخـاب  جهـت  رتبه‌بنـدی  الگوریتـم  از  به‌کارگیـری  و 
مؤثـر، اقـدام بـه تشـخیص نارسـایی کلیـوی نمودنـد. آنهـا در نهایـت 
بـه ایـن نتیجـه رسـیدند کـه الگوریتـم درخـت تصمیـم بـه همـراه 
الگوریتـم رتبه‌بنـدی22 بیشـترین دقت را بـا مقدار ۹۹ نسـبت به بقیه 
الگوریتم‌هـا کسـب نمـوده اسـت و بعـد از آن الگوریتـم ماشـین بردار 
پشـتیبان بـه همراه الگوریتـم رتبه‌بندی دقـت 59/7%  را حاصل کرده 

است.
در مقالـه ]38[  نویسـنده و همکارانـش جهـت بررسـی و تشـخیص 
بیمـاری مزمـن کلیـه از تصاویـر سـونوگرافی کلیه بـا اسـتفاده از یک 
سیسـتم فـازی عصبـی هیبریـدی و همچنین بـا اسـتفاده از الگوريتم 
شـبکه چنـد لایـه پرسـپترون اسـتفاده کرده‌انـد. در ایـن مقالـه بـا 
اسـتفاده از ۳۹ ویژگـی کـه از تصاویـر سـونوگرافی کلیـه اسـتخراج 
شـده اسـت، بـر روی آنهـا یک پیـش پردازش جهت تشـخیص سـایز 
کلیه‌هـا صـورت گرفتـه اسـت. خروجـی این پژوهـش به دسـته‌بندی 
شـامل: بیمـار سـالم، بیمـاری کلیـوی، کیسـت کورتیکال منجر شـده 
اسـت. ترکیب شـبکه‌های عصبی با سیسـتم فازی سـبب می‌شـود که 
یادگیـری به سیسـتم اضافه شـود و همچنین تصمیم‌گیـری در دنیای 
عـدم قطعیـت را ممکـن سـازد. در واقعـه ۳ ورودی جهـت تشـخیص 
خروجـی ایـن پژوهـش، وارد سیسـتم فـازی می‌شـود و قانون‌هـای 
منطـق فـازی کـه شـامل ۴۱ قانـون می‌باشـد، روی ورودی‌هـا اعمـال 
می‌شـود. سـپس بـر روی خروجی این سیسـتم شـبکه عصبـی اعمال 
الگوریتـم محاسـبه می‌شـود، صحـت  مقـدار  نهایـت  در  و  می‌شـود 
عملکـرد ایـن مقاله در پیاده‌سـازی روش شـبکه عصبی فـازی بیش از 
82/99 درصـد بـود. همچنین الگوریتم شـبکه عصبی پرسـپترون برابر 

بـا ۷۹ درصـد می‌باشـد.

تشـخیص  بررسـی  بـه  همکارانـش  و  نویسـنده   ]39[ مقالـه  در 
بیماری‌هـای مزمـن کلیـوی بـا اسـتفاده از موجـک، تصاویـر کلیـه 
پرداخته‌انـد. در ایـن مقاله با اسـتفاده از تصاوير عنبیـه ۱۷۲ نفر دارای 
بیمـاری نارسـایی مزمن کلیوی و ۱۹۸ فرد سـالم اقـدام به طبقه‌بندی 
بیمـاری مزمـن کلیه شـده اسـت. در این پیاده‌سـازی در ابتـدا تصاویر 
عنبیـه چشـم را نرمـال کـرده و سـپس بـا اسـتفاده از الگوریتـم فازی 
شـبکه عصبـی اقـدام بـه آمـوزش و تسـت داده‌ها شـده اسـت. در این 
مقالـه بـه درصد صحـت ۷۲ درصد در طبقه‌بندی اشـاره شـده اسـت. 
در این تحقیق همچنین بررسـی و تشـخیص بیمـاری مزمن کلیوی با 
اسـتفاده منطـق فازی بـر روی ۹۰ نمونـه داده می‌باشـد. در این مقاله 
بـا در دسـت داشـتن پارامترهایـی از جمله فشـار خـون و ضربان قلب 
عملکـرد کلیه‌هـا و خروجـی آن فرد سـالم و فـرد دارای بیماری مزمن 
کلیـه اقـدام بـه طبقـه بنـدی بیمـاری شـده اسـت تعـداد قانون‌هـای 
فازی اسـتفاده شـده در این پیاده‌سـازی شـامل ۳۶ قانون فـازی بوده، 
لازم بـه ذکـر اسـت کـه بـه درسـتی عملکـرد در ایـن مقاله اشـاره‌ای 
نشـده اسـت. مقالـه ]38[  بـه طبقـه بنـدی بیمـاری مزمـن کلیوی با 
اسـتفاده از اندازه‌گیـری فشـار خـون افـراد با اسـتفاده از منطـق فازی 
پرداختـه اسـت. در ایـن روش بـا اسـتفاده از فشـار خـون اندازه‌گیری 
شـده ۱۲۰ فـرد کـه دارای بیمـاری مزمـن کلیـه بـوده و ۱۰۰ نفر فرد 
سـالم طبقه‌بنـدی جهـت تشـخیص بیمـاری صـورت گرفتـه اسـت. 
تعـداد قانون‌هـای فـازی برابر با ۱۰ قانـون بوده و درسـتی عملکرد آن 

برابـر بـا 73/19 درصد می‌باشـد.
در مقالـه ]40[ کـه توسـط دانشـجویان دانشـگاه فرودسـی مشـهد 
مقالـهای در خصـوص تشـخیص بیمـاران مزمـن کلیـه کـه منجـر به 
پیونـد کلیه می‌شـوند، ارائه شـده اسـت. در ایـن مقالـه از پارامترهایی 
ماننـد سـابقه بیمـاری، فشـار خـون بـالا و سـن بیمـار مسـتعد پیوند 
به‌عنوان ورودی منطق فازی اسـتفاده شـده و در خروجی آن مشـخص 
شـدن فرد مسـتعد پیوند مورد بررسـی قرار گرفته اسـت، همچنین در 
ایـن روش بـه تعـداد قانون‌هـای فـازی هم اشـاره نشـده اسـتو صحت 

عملکـرد ایـن روش 40 درصـد می‌باشـد.
مقالـه ]41[ بـه بررسـی بیمـاران مزمنکلیـوی پرداخته اسـت و اقدام 
بـه طبقه‌بنـدی افراد مسـتعد دیالیز از بیـن بیماران مزمـن کلیه کرده 
اسـت. ایـن پیاده‌سـازی بـا اسـتفاده منطق فـازی صورت گرفتـه و  در 
ایـن مقالـه ورودی‌ها شـامل قنـد خون، انسـولین،  چاقی، فشـار خون 
و پروتئیـن، نسـبت پروتئیـن ادرار به کراتینین می‌باشـد. فرد مسـتعد 
پیونـد کلیـه خروجـی سیسـتم پیاده‌سـازی شـده می‌باشـد. داده‌های 
ایـن پژوهـش شـامل ۱۱۰ داده و تعـداد قانون‌هـای فـازی آن 83/19 
درصـد و همچنیـن درصـد درسـتی عملکـرد ایـن مقالـه برابـر 76/9 

درصد می‌باشـد.
مقالـه ]42[ بـه بررسـی فشـار خـون بـالا و تاثیـر آن بـرای داشـتن 
بیمـاری کلیوی پرداخته اسـت ایـن پژوهش طبقه‌بندی را با اسـتفاده 
از سیسـتم‌های فـازی پیاده‌سـازی کـرده اسـت. پارامترهـای ورودی 
بـرای ایـن سیسـتم عبارتند از سـن، شـاخص تـوده بدن، فشـار خون، 
ضربـان قلـب، دیابـت، فعالیـت بدنی، ژنتیـک و پارامتـر خروجی خطر 
ابتلا شـدن فرد بـه بیماری مزمن کلیـه. تعداد داده‌هـای این مقاله که 
بـر روی آن‌هـا عملیـات طبقه‌بنـدی صورت گرفته اسـت برابـر با ۱۹۰ 
مجموعـه داده می‌باشـد کـه ۵۰ نفـر از ایـن افـراد سـالم و ۱۰۰ نفر از 
آنهـا بیمـار مزمـن کلیـه بودنـد. تعـداد قانون‌های فـازی ایـن پژوهش 
برابـر بـا ۴۵ قانـون بـوده و بـه درصـد درسـتی عملکـرد برابر بـا 65/2 

درصد اشـاره شـده است.
در مقالـه ]43[، به بررسـی فشـار خون و تاثیر آن بـر روی بیماری‌های 
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کلیـه پرداختـه اسـت. ایـن پیش‌بینـی توسـط سیسـتم‌های فـازی 
صـورت گرفته اسـت. در این مقاله تشـخيص خطر سلامتی کلیه‌ها با 
توجـه بـه اطلاعات فشـار خون افراد اسـت که به‌عنـوان ورودی در نظر 
گرفتـه شـده اسـت و خروجی آن تشـخیص فرد سـالم و فرد مسـتعد 
بیمـار کلیـه می‌باشـد. تعـداد داده‌هـای ورودی این مقاله برابـر با ۱۳۰ 
نمونـه داده می‌باشـد کـه ۹۰ نفـر سـالم بـوده و ۴۵ نفـر بیمـار مزمن 
کلیـه در نظـر گرفتـه شـده‌اند. تعـداد قانون‌هـای فـازی ایـن پژوهش 
برابـر بـا ۵۴ قانـون بـود و مـدل سیسـتم فـازی کـه در ایـن پژوهـش 
اسـتفاده شـده اسـت مدل سـوگنو می‌باشـد مقاله دیگری، به بررسـی 
و تشـخیص بیماری‌های کلیدی با اسـتفاده از سیسـتم فازی پرداخته 

است.
]44[ در ایـن مقالـه تشـخیص خطـرات سلامتی کلیه‌هـا بـا توجه به 
اطلاعاتـی نظیـر: درد پهلـو، تـب و لـرز ، تهـوع، بـوی بـد چـرک ادرار 
به‌عنـوان ورودی در نظـر گرفتـه شـده اسـت و خروجی آن تشـخیص 
فـرد سـالم و فـرد مسـتعد بیمـار کلیـه می‌باشـد. بـه تعـداد داده‌های 
ورودی ایـن مقالـه اشـاره‌ای نشـده اسـت. تعـداد قانون‌های فـازی این 
پژوهـش برابـر بـا ۱۰۹ قانـون بـود در مقاله دیگـر، در سـال ۲۰۱۳ به 
بررسـی و طبقه‌بنـدی کلیه‌هـای پلیکیسـتیک بـا اسـتفاده از شـبکه 
عصبـی مصنوعـی پرداختـه اسـت. بسـیاری از بیماری‌هـای ارثـی و 
اختلالات غيـر ارثـی در توسـعه بیماری کیسـتیک کلیـوی تاثیرگذار 
هسـتند. یـک اختلال توسـعه‌یافته در داخـل کلیه‌هـا کـه گروهـی از 
کیـت پـر از آب ماننـد مایـع می‌شـوند. در صورتی‌کـه بیماری‌هـای 
کلیـوی پلیکیسـتیک درمـان نشـود آخریـن راه تحت درمان بـا دیالیز 
یـا پیونـد می‌باشـد در این مقاله 20 ورودی به شـبکه عصبـی از قبیل: 
سـن، جنسـیت، تهـوع، فشـار خـون، اوره، کاهش اشـتها، درد شـدید 
پهلـو، شـکم درد، سـر درد، گلبول‌هـای قرمـز خـون، عفونـت، چـرک 
در ادرار، اختلال حـواس، دیابـت، گلبول‌هـای سـفید خـون، أنمـي، 
تشـخيص دیـد نادرسـت، البيوميـن، نفـرون وارد می‌شـود و خروجـی 
آن دسـته‌بندی بیمـار بـه سـالم و مزمن کلیوی اسـت، در این پژوهش 
مـدل شـبکه عصبی، شـبکه عصبی چندلایـه پس‌رونده اسـت و درصد 
درسـتی ایـن طبقه‌بندی برابـر با ۹۰ می‌باشـد. داده‌هـای این پژوهش 
برابـر بـا ۵۰ داده کـه ۴۰ داده بـرای آمـوزش و ۳۰ داده بـرای تسـت 

انتخاب شـده اسـت]45[.
در مقالـه ]46[ پژوهشـگران اقدام به تشـخیص بیمـاری مزمن کلیوی 
بـا اسـتفاده از شـبکه‌های عصبـی کرده‌انـد. در ایـن طبقهبنـدی از 
موتویت‌هـا۔  التفويت‌هـا،  شـامل  کـه  عصبـی  شـبکه  بـه  ورودی   ۷
ائوزینوفیل‌هـا، نوتروفیل‌هـا و کراتینیـن، قنـد خـون و اسـید اوریـک 
اسـت، اسـتفاده شـده اسـت. تعداد داده‌های ایـن پروهـش1000 داده 
میباشـد و همچنیـن الگوریتم‌هـای به‌کار رفته در این پژوهش شـامل: 
شـبکه عصبـی پرسـپترون، تابـع پایه شـعاعی و امـوزش تدریـج بردار 
اسـت. درصـد درسـتی الگوریتـم بـه ترتیـب شـامل ۹۲ درصـد و ۸۷ 

درصـد می‌باشـد. 
در مقالـه ]47[ مقالـهای بـرای تشـخیص بیمـاری سـنگ کلیـه بـا 
اسـتفاده از سیسـتم فازی ارائه شـده اسـت. در این مقاله نویسـندگان 
بـا اسـتفاده از ۴ تابـع عضویت تشـخیص سـنگ کلیه را مورد بررسـی 
قـرار داده‌انـد همچنیـن داده‌هـای مقالـه شـامل ۲۶۰ داده و درصـد 

درسـتی آن برابـر یـا ۱۸ درصـد می‌باشـد.
در مقالـه ]48[ بـا عنـوان پیشبینـی بیماری مزمن کلیه با اسـتفاده از 
یادگیـری ماشـین ارائـه شـد. در ایـن مقالـه از ۷ ورودی بـا عنوان‌های 
سـن، فشـارخون، قند خـون، گلبول‌های قرمز و سـفید خون اسـتفاده 
شـده اسـت. در ایـن مقالـه بـر روی ۴۰۰ داده الگوریتم‌هـای یادگیری 

ماشـین شـامل شـش الگوریتم به شـرح طبقه‌بندی تصادفی جنگل و 
بهینه‌سـازی کمینـه متوالـی بیزین تابع پایه شـعاعی و شـبکه عصبی 
چندلایـه پیشـرو اعمـال شـده و دقـت آنهـا بـه ترتیـب برابـر بـا : ۸۷ 

درصـد، ۸۵ درصـد و ۸۵ درصد می‌باشـد. 
در مقالـه ]49[ بـا اسـتفاده از منطق فازی اقدام بـه پیش‌بینی بیماری 
مزمـن کلیـه شـده اسـت. در ایـن روش پیشـنهادی کـه با اسـتفاده از 
تصاویـر کلیه می‌باشـد که سـه ویژگی از تصاویر کلیه اسـتخراج شـده 
و به‌عنـوان ورودی فـازی در نظـر گرفتـه می‌شـود و داده‌هـا جهـت 

بررسـی در این مقالـه ۴۰۰ داده می‌باشـد.
در مقالـه ]50[ بیمـاران همودیالیـز مـورد بررسـی قـرار گرفته‌انـد. 
مبنـای  متوسـط بـرای ایـن بیمـاران تنها ۳ سـال اسـت و هزینه‌های 
ارائـه مراقبـت بـرای آنهـا بسـیار بـالا می‌باشـد. پیـدا کـردن راه‌هایـی 
کار  یـک  دیالیـز  هزینه‌هـای  کاهـش  و  بیمـار  نتایـج  بهبـود  بـرای 
چالش‌انگیـز در بیمـاری مزمن کلیه اسـت مراقبت‌هـای دیالیز، عوامل 
پیچیـده و متعـدد دیگـری ممکن اسـت زنـده ماندن بیمـاران را تحت 
تاثیـر قـرار دهنـد. در ایـن تحقیـق، سـه تکنیـک داده‌کاوی شـامل 
شـبکه‌های عصبی مصنوعـی، درخت تصمیم‌گیری C4.5 و رگرسـیون 
منطقـی جهت اینکـه بین متغیرهـای دموگرافیک و بالینـی، داروها، و 
مداخلات پزشـکی طبقه‌بندی صـورت بگیـرد و به زنده مانـدن بیمار 
کمـک شـود اسـتفاده شـده اسـت. ورودی‌هـای ایـن پژوهـش شـامل 
سـن )سـن(، جنـس )مرد یـا زن(. فشـار خون بـالا )اختلالات مربوط 
بـه هموگلوبیـن(، سـیگار کشـیدن )آری یا نـه( و محل زندگی اسـت. 
داده‌هـای ایـن پژوهـش شـامل ۱۳۷ داده از بیـن بیمـاران زن و مـرد 
می‌باشـد، در ایـن پژوهـش از اعتبارسـنجی ده بخشـی بـرای هر سـه 
الگوریتم اسـتفاده شـده اسـت. میزان درسـتی این الگوریتم در شـبکه 
عصبـی برابـر بـا ۹۰ درصد درخت تصميـم C5 برابر بـا ۸۰ درصد و در 

رگرسـیون برابـر بـا ۷۰ درصد می‌باشـد.
از  اسـتفاده  بـا  بیمـاری مزمـن کلیـوی  در مقالـه ]51[ پیش‌بینـی 
روش‌هـای طبقه‌بنـدی ماننـد نانوبیـز و شـبکه عصبـی مصنوعـی و با 
اسـتفاده از ابزار انجام شـده راپیدمانیر23 اسـت. برخی از عوامل در نظر 
گرفتـه در ایـن مقالـه برای تشـخیص بیماری یا نارسـایی کلیه شـامل 
سـن، دیابـت، فشـارخون، شـمارش گلبـول قرمـز و غیره می‌باشـد که 
ایـن کار می‌توانـد بـا در نظـر گرفتن پارامترهـای دیگر ماننـد نوع غذا، 
محیـط کار، شـرایط، در دسـترس بـودن آب سـالم، عوامـل محیطی و 
غیـره زندگـی باشـد. نتایج نشـان می‌دهـد کـه الگوریتـم نانوبیز دقت 

بیشـتری بـرای پیش‌بینی ایـن بیمـاری ارائه داده اسـت.
كالدهـار و همکارانـش پژوهـش خـود را  این‌طـور توصیـف کرده‌انـد؛ 
کـه بـرای پیش‌بینی سـنگ کلیـه نیـاز بـه درک روش‌هـای یادگیری 
ماشـین می‌باشـد و نتایـج به‌دسـت آمـده این‌طـور بیـان شـده اسـت 
 C4.5 کـه دقـت پیش‌بینـی آنها خوب بـوده اسـت و ایـن کار از طریق
صـورت گرفتـه اسـت. درخـت طيف مینـی و درخـت تصادفـی برابر با 
93/7 درصـد کـه بـه دنبـال آن ماشـین بـردار پشـتیبان ۲.۵ برابـر یا 
91/98 درصـد  بـوده اسـت. همچنیـن منطقی و شـبکه عصبـی نتایج 
خـوب بـا صفـر مطلـق خطا نسـبی نشـان داده شـده اسـت کـه نتایج 
طبقه‌بنـدی شـده 100 درصـد  درسـت بـوده اسـت ROC و منحنـی 
درجه‌بنـدی از بیـز سـاده اسـتفاده شـده اسـت، کـه منجـر بـه دقـت 
پیش‌بینی داده‌های سـاخته شـده اسـت که در نتیجـه روش یادگیری 
ماشـین ارائـه نتایـج بهتـر در درمـان سـنگ کلیـه را به همراه داشـته 

اسـت ]52[.
وان ایـک و همکارانـش در پژوهـش خـود بـا اسـتفاده از تکنیک‌هـای 
داده‌کاوی بـرای پیش‌بینـی آسـیب‌های حاد بعد از عمـل جراحی قلب 
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فصل‌نامه

علمـي 
انجمن مهندسین برق و الکترونیک ایران-شاخه خراسان

49سال نهـم/ شماره18/  زمستان 1401

از جمله فرایند گاوسـی و ماشـین بردار پشـتیبان صورت گرفته اسـت 
.]53[

عملکـرد  مقایسـه  از  خـود  پژوهـش  در  همکارانـش  و  لاکشـمی 
شـبکه‌های عصبـی مصنوعـی، درخـت تصمیـم و رگرسـیون منطقـی 
بـرای بقـای دیالیـز کلیـوی اسـتفاده کرده‌انـد. همچنین ارزیابـی آنها 
توسـط تکنیک‌هـای داده‌کاوی بـرای اندازه‌گیـری دقـت ماننـد دقـت 
طبقه‌بنـدی و حساسـیت و ویژگـی صـورت گرفتـه اسـت. آنهـا بـا 
اسـتفاده از نتایـج به‌دسـت آمـده ۱۰ برابر اعتبارسـنجی ضـرب‌دری و 
ماتریـس درهـم ريخته بـرای هر یـک از تکنیک‌ها را به‌دسـت آوردند. 
آنهـا دریافتنـد کـه شـبکه عصبـی مصنوعـی نتایـج بهتـری را نشـان 
می‌دهـد. پـس بـرای بیمارانـی که مبتلا به دیالیـز کلیه بودند شـبکه 
عصبـی مصنوعـی بهتر بوده اسـت و نتایـج بهتری را به همـراه خواهد 

داشـت]54[.
اسـتفاده  بـا  پژوهـش خـود  و همکارانـش در  مرتضـی خاوئيـن‌زاده 
از تکنیک‌هـای نظارتـی بـرای پیش‌بینـی خطـر در اوایـل شکسـت 
AVF را در بیمـاران توصیـف کردنـد. آنهـا از روش‌هـای طبقه‌بنـدی 
بـرای پیش‌بینـی احتمـال عارضـه در بیمـاران همودیالیـز که توسـط 
اشـاره  اسـت  AVF منجـر شـده  بـه عمـل جراحـی  تنفرولوژیسـت 

کرده‌انـد]55[.
هايـر و همکارانـش در پژوهش خود از شـبکه عصبـی و درخت تصميم 
و بیز سـاده بـرای پیش‌بینی بیماری مزمن کلیه اسـتفاده کرده اسـت. 
بدیـن صـورت کـه الگوریتـم شـبکه عصبـی نتایـج بهتـری نسـبت به 
الگوریتم‌هـای دیگـر داده‌کاوی داشـته اسـت کـه در نتیجـه پتانسـیل 

بالاتـری و درصـد موفقیت بیشـتری را دارا بوده اسـت]56[.
خودانـگ سـانگ و همکارانـش در پژوهـش خـود بـه معرفـی روش 
طبقه‌بنـدی درخـت تصمیـم داده‌کاوی کـه بـر اسـاس متغییرهـای 
جديـد ناهنجـار در درخـت تصميـم تنظيم شـده کـه بر اسـاس تعداد 

محـدود وزن منطق‌هـای صـورت گرفتـه اسـت پرداخته‌انـد]57[.
ارزیابـی  بـرای  شـده  ارائـه  داده‌کاوی  روش‌هـای  از  همـکاران  و  ود 
پارامترهـای بهبـود بیمـاری دیالیـزی اسـتفاده کرده‌انـد کـه نتیجـه 
تجربـی این‌طـور بـوده اسـت: دقـت طبقه‌بنـدی بـا اسـتفاده از کاوش 
قواعـد وابسـتگی بیـن ۵۰ ت�ا 97/7 درصـد براسـاس ترکی�ب پارامت�ر 
دیالی�ز ب�وده اس�ت. چنین رویکـردی مبتنی بر تصمیـم کمک می‌کند 
تا پزشـکان بـرای تعیین میزان سـطح دیالیـز مورد نظر بـرای بیماری 

را تشـخیص دهنـد]58[.
در مقال�ه ]59[ نویس�ندگان پژوه�ش خ�ود ب�ر اس�اس یک تش�خیص 
کارامـد از تصاویـر کلیـه که براسـاس قوانیـن انجمن می‌باشـد را مورد 
بررس�ی ق�رار داده‌ان�د ک�ه ایـن رویک�رد شـامل چه�ار قسـمت: پیـش 
پ�ردازش، انتخاب و اس�تخراج ویژگیهای نسـل قوانین انجمن و نسـل 

پیش�نهادات تش�خيص از طبقه‌بن�دی می‌باش�د.
دیـوای  و همکارانـش در پژوهـش خود که در رابطه بـا دیابت در کلیه 
بـا اسـتفاده از الگوریتم C4.5 با ابـزار Tanagra بوده اسـت، میزان خطا 

را مورد بررسـی قـرار داده‌اند]60[.
در مقالـه ]61[  بـه ایجـاد یـک مـدل طبقه‌بنـدی بـرای پیش‌بینـی 
فاصلـه گـذرا از مراحـل 3 تـا 5 بیمـاری کلیـه می‌پردازد)تشـخیص، 
بسـتری و درمـان مناسـب در مرحلـه 5 دیالیـز یـا پیوند کـه پرهزینه 
اسـت.( پرونـده پزشـکی موجـود بیمـار همودیالیـز از بیمارسـتان فان 
به‌عنـوان مـورد مطالعـه مـورد اسـتفاده قـرار  تایلنـد،  چیانـگ رای 
گرفتـه اسـت. درخـت تصمیـم ، k - نزدیک‌تریـن همسـایه، نانـو بیـز 
و شـبکه‌های عصبـی مصنوعـی بـرای کشـف دانـش و ایجـاد مـدل 
طبقه‌بنـدی بـا مجموعـه‌ای از ویژگی‌هـا مـورد اسـتفاده قـرار گرفـت 

کـه شـامل دو روش جنـگل تصادفـی و درخـت تصمیـم J48 در ایـن 
تحقیـق اسـت. ابـزار مـورد اسـتفاده در این مقالـه WEKA می‌باشـد. 
نتایـج نشـان می‌دهـد کـه روش جنـگل تصادفـی بالاتریـن دقـت را 
به‌دسـت آورده اسـت، همچنیـن ایـن الگوریتـم عملکـرد J48 را بهبود 

است. بخشـیده 
در مقالـه ]62[پیشـگیری از بیماری‌هـای کلیـوی در چهـار نـوع بیمار 
کلی�وی )س�ندرم حاد کلیـه، بیماری مزمن کلیوی، نارسـایی حاد کلیه 
و گلومرولونفریـت مزمن( متمرکز شـده اسـت و با اسـتفاده از ماشـین 
بـردار پشـتیبان و شـبکه عصبـی مصنوعـی انجام می‌شـود کـه هدف 
مقایسـه عملکـرد ایـن دو الگوریتـم بـر اسـاس دقـت و زمـان اجـرای 
الگوریتم اسـت. مجموعه داده‌ها از چندین آزمایشـگاه پزشـکی، مراکز 
و بیمارس�تان‌ها جم‌ـعآوری ش�ده اس�ت. از ایـن مجموعـه داده‌ها برای 
تجزی�ه و تحلیـل بیمـاری کلیوی اسـتفاده شـده اسـت. ایـن مجموعه 
داده ک�ه ش�امل پانص�د و هش�تاد و چه�ار نمونه و شـش ویژگی اسـت 
در ایـن تجزیه‌وتحلیـل مقایسـه‌ای اسـتفاده می‌شـود. صفـات در ایـن 
مجموع�ه داده KFT عبارتنـد از سـن، جنس، اوره، کراتینین و سـرعت 
فیلتـر گلومرولـی. ایـن مجموعه داده شـامل اطلاعات بیمـاری کلیوی 
می‌ش�ود.  این کار در محیط متلب انجام شـده اسـت که نتایج نشـان 
بالاتریـن دقـت  الگوریت�م ش�بکه عصب�ی مصنوع�ی دارای  می‌دهـد 
طبقه‌بنـدی اسـت و برای عامـل زمان اجـرا، الگوریتم  بردار پشـتیبان 

نیـاز به کمتریـن زمان اجـرا را دارد.
کریشـنامورتی اس و همکاران]63[مدل‌هـای هوش مصنوعی مختلفی 
را بـرای پیش‌بینـی بیمـاری مزمـن کلیـوی توسـعه دادنـد. در روش 
بـرای  کانولوشـن  عصبـی  شـبکه‌های  از  نویسـندگان  پیشـنهادی 
نتایـج  کرده‌انـد.  اسـتفاده  کلیـوی  مزمـن  نارسـایی‌های  پیش‌بینـی 
شبیه‌سـازی نشـان‌دهنده این اسـت که شـبکه‌های عصبی کانولوشـن 
بـا دقـت 95/4٪ عملکـرد بهتـری را در مقایسـه بـا سـایر روش‌هـای 

پیشـین به‌دسـت آوردنـد.
ماکین�و و هم�کاران ]64[ از داده‌ه�ای متن�ی برای اس�تخراج اطلاعات 
تشـخیصی و درمان�ی بیمـاران به‌منظ�ور پیش‌بین�ی بیمـاری کلی�وی 

دیابت�ی اس�تفاده کردند.
واس�کز مورال�س و هم�کاران ]65[ از داده‌ه�ای بیم�اران مزمن کلیوی  
ب�رای تولی�د ی�ک طبقه‌بن�دی ش�بکه عصب�ی اس�تفاده کردن�د و مدل 

پیش�نهادی دارای دق�ت  95٪  می‌باشـد.
نویسـندگان]66[ یـک مدل تشـخیص سـرطان کلیـه در ایـن مطالعه 
ارائـه کردنـد. ویژگی‌هـای انتخاب‌شـده بـا انتخـاب متوالـی رو به جلو 
و روش‌هـای انتخـاب بـه عقـب بـه شـبکه‌های عصبی مصنوعـی برای 
طبقه‌بندی سـرطان کلیه منتقل می‌شـوند. نتایج تجربی نشـان‌دهنده 
ایـن اسـت کـه  SBSP + NN دقت 98/75٪  را به‌دسـت آورده اسـت.

پانـگ و همـکاران ]67[ یک سیسـتم تشـخیص به‌طور کامـل خودکار  
را بـه کمـک رایانـه بـرای طبقه‌بنـدی توده‌هـای بدخیـم و خوش‌خیم 
با اسـتفاده از تصویربرداری تشـدید مغناطیسـی کلیه پیشنهاد کردند. 
ویژگی‌هـای بافـت بـا ادغام الگوریتـم بردار پشـتیبان بـا روش انتخاب 
ویژگـی ReliefF انتخـاب شـدند. این سیسـتم بـه دقـت 92/3 درصد 

دسـت یافت.
در تحقیـق ]68[ از داده‌هـای بیمـاران مزمـن کلیـوی UCI اسـتفاده 
 -kمسـتقل مدل‌سـازی  از  پیشـنهادی  روش  در  نویسـندگان  شـد. 
نزدیک‌تریـن همسـایه 24 و الگوریتـم ماشـین بردار پشـتیبان اسـتفاده 
کردنـد. نتایـج شبیه‌سـازی مـدل پیشـنهادی گویـا ایـن امر اسـت که 
مـدل ماشـین بـردار پشـتیبان نویـز را در مجموعه داده بهتـر پردازش 

می‌کنـد و دارای دقـت 99% می‌باشـد.
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داده‌هـای  مجموعـه  روی  بـر  را  مطالعـه‌ای   ]69[ در  نویسـندگان 
نارسـایی‌های مزمـن کلیـوی UCI  منتشـر کردند کـه از الگوریتم‌های  
ماشـین بردار پشـتیبان، درخت تصمیـم، نانوبیـز 25 و k– نزدیک‌ترین 
اسـتفاده  کلیـوی  مزمـن  نارسـایی‌های  تشـخیص  بـرای  همسـایه 
کرده‌انـد. نتایـج شبیه‌سـازی در محیط متلب نشـان دهنده این اسـت 
کـه الگوریتـم درخـت تصمیـم با دقـت  99/75٪   نسـبت سـه روش 

دیگـر دارای عملکـرد بهتـری می‌باشـد.
تکنی�ک طبقه‌بن�دی چن�د طبق�ه سلس�له  نویس�ندگان ]70[ ی�ک 
مراتب�ی برای تش�خیص بیم�اری مزمن کلی�وی در ی�ک مجموعه داده 

نامتع�ادل ارائ�ه کردند.
سیس�تم تش�خیص بیم�اری مزم�ن کلی�وی در ]71[ ب�رای تش�خیص 
بیماری‌ه�ای مزم�ن کلی�وی در مراحل اولیه پیش�نهاد ش�د. برای تهیه 
داده‌ها، نویس�ندگان از الگوریتم نزدیک‌ترین همس�ایه اس�تفاده کردند.  
همچنی�ن در روش پیش�نهادی  ب�ر روی داده‌ه�ای پ�ردازش ش�ده، از 
الگوریتم‌ه�ای طبقه‌بن�دی k– نزدیک‌تری�ن همس�ایه، ماشـین بـردار 
پش�تیبان و نانوبی�ز اس�تفاده ش�ده اس�ت. الگوریتم‌ه�ای طبقه‌بنـدی 

مذکـور  بیش�ترین دق�ت 97/8٪ را ایج�اد کردند.
الماس�عود و هم�کاران ]72[ مطالع�ه‌ای را در م�ورد بیماری‌های مزمن 
کلی�وی گ�زارش کردن�د ک�ه از رگرس�یون لجس�تیک، ماشـین بـردار 
پشـتیبان، جن�گل تصادف�ی و تکنیک‌ه�ای تقوی�ت گرادی�ان اس�تفاده 
می‌ک�رد. چه�ار تکنی�ک طبقه‌بن�دی بـرای ویژگی‌ه�ای انتخاب ش�ده 

اعمـال ش�د. افزایش گرادیـان بالاتری�ن دق�ت 99% را دارد. 
تشـخیص  زمینـه  در  را  مطالعـه‌ای  و همـکاران ]73[  ام سـنان  ای 
 RFE بیمارهـای مزمن کلیـوی در مراحل اولیه پیشـنهاد کردند. روش
بـرای انتخـاب ویژگی‌ها از مجموعـه داده‌های بیمارهـای مزمن کلیوی 

شد.  استفاده 
جیکی�ن و همکاران]74[ یک روش یادگیری ماش�ینی برای تش�خیص 
زودهن�گام بیم�اری مزم�ن کلی�وی ارائ�ه دادن�د. آنه�ا از رگرس�یون 
لجس�تیک، جنگل تصادفی، ماش�ین بردار پش�تیبان، طبقه‌بندی‌کننده 
س�اده بی�ز، الگوریت�م نزدیک‌ترین همس�ایه و ش�بکه عصبی پیش�خور 
م�دل  دقیق‌تری�ن  کردن�د.  اس�تفاده  خ�ود  مدل‌ه�ای  توس�عه  بـرای 

طبقه‌بنـدی جنـگل تصادف�ی ک�ه دارای دق�ت 99/7 درص�د ب�ود.
زیس�گال و هم�کاران ]75[  ی�ک تکنیک یادگیری ماش�ینی مبتنی بر 
درخ�ت گ�روه برای تش�خیص زودهن�گام بیم�اری کلیوی ارائ�ه دادند. 
مدل ارائه ش�ده با جنگل تصادفی، کتبوس�ت، رگرس�یون مقایس�ه شد. 
مـدل پیش�نهادی دارای دق�ت 93٪، حساس�یت 71/5٪ و مش�خصه 
95.8٪  می‌باش�د ک�ه نس�بت بـه روش‌هـای پیش�ین عملک�رد بهتری 

داد. نشان  را 
پ�ولات، اچ و هم�کاران. ]76[ مطالع‌ـهای در مـورد نق�ش روش‌ه�ای 
انتخ�اب ویژگ�ی موث�ر در پیش‌بین�ی دقی�ق بیماره�ای مزم�ن کلیوی 
ارائ�ه کردن�د. در ای�ن مقال�ه، از رویکردهای انتخاب ویژگی بس�ته‌بندی 
و فیلت�ر برای انتخ�اب ابعاد مجموعه داده بیماری مزمن کلیه اس�تفاده 
ش�د. س�پس ویژگی‌ه�ای انتخ�اب ش�ده ب�ه الگوریتم ب�ردار پش�تیبان 
منتق�ل می‌ش�ود ت�ا بیم�اری مزم�ن کلی�ه را ب�رای اه�داف تش�خیص 
طبقه‌بن�دی کن�د. نتایج تجربی نش�ان داد که ماش�ین بردار پش�تیبان 
نتای�ج بهت�ری را روی ویژگی‌ه�ای انتخ�اب ش�ده ب�ا روش جس�تجوی 
بهین�ه ب�ا ارزی�اب زی�ر مجموع�ه فیلتر ش�ده ایج�اد می‌کن�د. الگوریتم 
ب�ردار پشـتیبان در مقایس�ه با ویژگی‌های انتخاب ش�ده توس�ط س�ایر 
روش‌هـای بسـته‌بندی و فیلتـر، ب�ه میزان دق�ت 98/5٪ دس�ت یافت.

در مقالـه ]77[  نویسـندگان الگوریتم‌هـای مختلـف یادگیری ماشـین 
را بـه یـک مشـکل در زمینه تشـخیص پزشـکی تقسـیم‌بندی کرده و 

کارایـی آنهـا را در پیش‌بینـی نتایـج مورد بررسـی قرار دادند. مشـکل 
انتخـاب شـده بـرای ایـن مطالعـه، تشـخیص بیمـاری مزمـن کلیـوی 
  UCI  اسـت. مجموعـه داده مـورد اسـتفاده بـرای مطالعـه از مخـزن
شـامل 411 نمونـه و 25 ویژگـی اسـت. ابـزار مـورد اسـتفاده در ایـن 
تحقیـق  متلب می‌باشـد. در ایـن تحقیق روش طبقه‌بندی با اسـتفاده 
از داده‌هـای آن بـه بیماری‌هـای مزمـن کلیـوی ارزیابـی شـده اسـت.

معیارهـای مختلفـی کـه بـرای ارزیابـی عملکـرد مـورد اسـتفاده قرار 
می‌گیرنـد دقـت پیش‌بینـی، حساسـیت و خاصیـت هسـتند. نتایـج 
نشـان می‌دهـد کـه درخـت تصمیم‌گیری بـا نزدیک به دقـت %98/6، 

حساسـیت 97/2% و کیفیـت 1 بهتریـن عملکـرد را دارد.
در مقالـه ]78[ کاربـرد داده‌کاوی را بـرای بهبـود دقـت پیش‌بینـی 
وضعیـت بیمـاری را بـا انتخـاب مناسـب‌ترین ویژگی‌هـای مرتبـط بـا 
آن ارائـه می‌دهـد. ایـن آزمایش‌هـا بـر روی داده‌های بیماری نارسـایی 
کلیـه انجـام می‌شـود. هدف اصلـی این مقالـه انتخاب ویژگی مناسـب 
برای پیش‌بینی بیماری نارسـایی کلیه اسـت. چندیـن روش داده‌کاوی 
مـورد اسـتفاده قـرار گرفته اسـت. مجموعه داده‌های اسـتفاده شـده از 
مخـزن UCI بـا 411 نمونـه و 25 ویژگی اسـت. نتیجه نشـان می‌دهد 
کـه الگوریتـم جنـگل تصادفـی بالاتریـن دقـت را در مقایسـه بـا بقیه 
الگوریتم‌هـا داشـته اسـت. همچنین اسـتفاده از الگوریتم‌هـای ژنتیک 

در انتخـاب مجموعـه‌ای بهینـه از ویژگـی موفق‌تـر بوده اسـت.
در مقالـه ]79[ شـش الگوریتـم از روش‌های مختلـف طبقه‌بندی برای 
تحلیـل و مقایسـه بـرای پیش‌بینی نارسـایی مزمن کلیه انتخاب شـده 
اسـت. مجموعـه داده‌های اسـتفاده شـده از مخزن UCI بـا 411 نمونه 
و 25 ویژگـی اسـت .نتایـج نشـان می‌دهـد کـه الگوریتـم طبقه‌بنـدی  
جنـگل تصادفـی زیربنایـی تصادفـی دقـت بیشـتری در پیش‌بینـی 
نارسـایی کلیـه داشـته اسـت. همچنین ایـن طبقه‌بنـدی بـا الگوریتم 
از روش‌هـای  پایـه  k– نزدیک‌تریـن همسـایه به‌عنـوان طبقه‌بنـدی 

طبقه‌بنـدی دیگـر در مجموعـه داده‌هـای خـاص کلیه بیشـتر اسـت.
در مقالـه ]80[ بـه بررسـی نحـوه تشـخیص بیمـاری نارسـایی کلیـه 
از  می‌پردازد.تعـدادی  ماشـین  یادگیـری  روش‌هـای  از  اسـتفاده  بـا 
طبقه‌بندی‌هـای مختلـف یادگیـری ماشـین  به‌طـور تجربـی بـه یـک 
مجموعـه داده واقعـی کـه از ماشـین UCI گرفتـه شـده بـا یافته‌هـای 
گرفتـه شـده از ادبیـات اخیـر مقایسـه می‌شـود .نتایج نشـان می‌دهد 
کـه الگوریتـم جنـگل تصادفـی عملکرد مطلوبـی را در شناسـایی افراد 

مبتلا بـه بیمـاری نارسـایی کلیـه به‌دسـت آورده اسـت.
بیمـاری  زودهنـگام  تشـخیص  پیش‌بینـی  هـدف   ]81[ مقالـه  در 
نارسـایی کلیـه در افـراد مبتلا بـه دیابـت بـا روش یادگیری ماشـین 
اسـت. مجموعـه داده‌هـا توسـط یـک مرکز تحقیقاتـی بـا 111 پرونده 
جمـع‌آوری شـده اسـت. مجموعه داده‌ها به وسـیله الگوریتـم  نانوبیز و 
الگوریتـم درخـت تصمیم در محیـط WEKA آزمایش شـده‌اند. نتایج 
نشـان می‌دهـد کـه الگوریتـم درخـت تصمیم‌گیـری دقـت بهتـری را 

ارائه داده اسـت.

6-  نتیجه‌گیری و کارهای آینده
محيـط مراکـز بهداشـتی و درمانـی نیـاز به تعـداد زیـاد داده در 
رابطـه بـا بیمـاران کلیـوی دارنـد امـا کمبود ابـزار تحليـل موثر 
بـرای کشـف رابطه‌هـای مخفی بیـن داده‌هـای بیمـاران کلیوی 
وجـود دارد. داده‌کاوی می‌توانـد به‌عنـوان ابـزار موثـری در پیـدا 
کـردن رابطـه مخفـی بیـن داده بیماران باشـد. بدون شـک یکی 
از مهمترین مشـکلات در تشـخیص بیماری‌هـای پنهان همچون 
بیمـاری مزمـن کلیـوی این اسـت کـه ایـن بیماری در بسـیاری 
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دقتتکنیک مورد استفادهابزارنوع بیماری  سال انتشارمرجع

WEKAسنگ کلیه2012 ]52[

NaviBayes99 درصد
Logistic100 درصد

Random Forest97 درصد

ORANGEدیالیز کلیه2014 ]33[

NaviBayes98 درصد
K-NN79 درصد

Classification Tree73.33 درصد
C 4.593.52 درصد
SVM93.52 درصد

Random Forest91.98 درصد

TANAGRAنارسایی مزمن کلیوی2012]53[ 

ANN93.52 درصد

Decision Tree (C5)78.44 درصد

Logical Regression74.47 دزصد

75.8 درصدWEKAGaussion process (ROC)نارسایی مزمن کلیوی2012]55[ 

 ]56[2012
نارسایی کلیوی 

همودیالیز
WEKAW-Simple cart85.11 درصد

-TANAGRADecision Treeسنگ کلیه2014]60[ 

-نفرتیک سندرم2016]61[ 
Decision Tree80 درصد

Association Rule97.7 درصد

11 درصد نرخ خطاTANAGRAC 4.5سنگ کلیه2015]62[ 

MATLABدیالیز کلیوی2012]59[ 

Association Rule
91.98 درصد NaviBayes

LVQ84.59 درصد

RBF87.32 درصد

PhaytonConvolutional Neuralنارسایی مزمن کلیوی2021]63[ 
Networks95.4 درصد

71 درصدPhaytonConvolutional Modelبیماری کلیه دیابتی2019]64[ 

95 درصدPhaytonNeural Network Classifierنارسایی مزمن کلیوی2019]65[ 

98.57 درصدMATLABSBSP + NNسرطان کلیه2013]66[ 

92.3 درصدMATLABSVM + ReliefFسرطان کلیه2015]67[ 

99 درصدMATLABKNN, SVMنارسایی مزمن کلیوی2016]68[ 

MATLAB SVM, KNN, and Naïve Bayesنارسایی مزمن کلیوی2016 [69]
Decision tree99.7 درصد

97.8 درصدMATLABKNN, SVM, and Naïve Bayesنارسایی مزمن کلیوی2018 [71]

-MATLABSVM, Random Forest, and Graنارسایی مزمن کلیوی2019 [72]
dient Boosting99 درصد

MATLABنارسایی مزمن کلیوی2019]74[ 
 Logistic regression, KNN, SVM,

,Random Forest
Naive Bayes and ANN

99.7 درصد

95.8 درصدMATLABXGBoostنارسایی مزمن کلیوی2020]75[ 

MATLABSVMنارسایی مزمن کلیوی2017]76[ 

جدول1: مقایسه‌های تکنیک‌های داده‌کاوی در تشخیص یماری نارسایی مزمن کلیوی  از نظر معیار دقت
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از مـوارد بـدون علائـم خاصـی در بـدن فـرد وجـود دارد و فـرد 
زمانـی از بیمـاری خـود آگاه می‌شـود کـه این بیماری پیشـرفت 
بس�یار زیـادی ک�رده باش�د. در ای�ن مقال�ه انـواع الگوریتم‌ه�ای 
مبتن�ی ب�ر داده‌کاوی و تأثی�ر آنه�ا ب�رای پیش‌بین�ی بیم�اری 
نارسـایی کلی�ه مـورد بررس�ی قـرار گرفـت. همچنی�ن چندی�ن 
روش انتخ�اب ویژگ�ی برای تش�خیص این بیماری م�ورد مطالعه 
ق�رار گرفت. نتایج نش�ان می‌دهد ک�ه الگوریتم جن�گل تصادفی، 
الگوریت�م k- نزدیک‌تری�ن همس�ایه و الگوریت�م ب�ردار پش�تیبان 
بیش�ترین کارب�رد را در پیش‌بین�ی بیم�اری نارس�ایی کلی�ه را 
داش�ته‌اند. پرکاربردتری�ن داده‌هـای م�ورد اس�تفاده در زمینـه 
تحقیقات�ی مجموع�ه داده‌ه�ای UCI ]82[ می‌باش�د ک�ه به‌دلیل 
دسترس�ی آسان‌تر و داش�تن نویز کمتر، بیشترین اس�تفاده را در 
پیش‌بین�ی این بیماری داش�ته اس�ت. ابزار مورد اس�تفاده در این 
مقال�ه متل�ب ]83[ می‌باش�د ک�ه به‌دلی�ل س�ادگی و قابـل فهـم 
ب�ودن بیش�ترین کارب�رد را داش�ته اس�ت. ب�ا توج�ه ب�ه مطالعات 
انج�ام ش�ده و رش�د سـریع روش‌ه�ای دس�ته‌بندی در کاره�ای 
آت�ی می‌ت�وان با اس�تفاده از روش‌ه�ای ترکیبی دق�ت پیش‌بینی 

را نس�بت ب�ه روش‌ه�ای موجود افزای�ش داد.

7- پی‌نوشت‌ها
1. nephrons
2. Data Mining Task
3. Train
4. Test
5. Desiccation Tree
6. Gini 
7. Entropy
8. Multi Layer Perceptron
9. Support Vector Machine
10. Multi Layer Perceptrons
11. Radial basis Function
12. Support Vector Regression
13. Random Forest Algorithm
14. Regression Algorithm
15. Fuzzy Logic Algorithm
16. Genetic Algorithm
17. Simple Bayesian Classifier
18. BOOSTING
19. ADABOOST 
20. Deep Learning
21. Radial basis Function Backpropagation Neural
22. Ranking
23. Rapid Miner
24.- k nearest neighbor
25. Naïve Bayes
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