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چکیده
در این مقاله با هدف شبیه‌س�ازی رفتار ت کنورون، به پیاده‌س�ازی سخت‌افزاری کی نورون زیستی طبق مدل Hodgkin-Huxley پرداخته 
ش�ده اس�تک ه این مدل بیش�ترین شباهت را به نورون واقعی دارد و پیاده‌سازی آن بسیار دشوار اس�ت، ولی بهک م کاستفاده از قابلیت 
پکیر‌بندی دوباره و اجرای دستورات به‌صورت موازی، طراحی سخت‌افزاری سیستم نورونی بهینه‌شده، مبتنی بر FPGA انجام شده است. 
برای این‌منظور در پیاده‌س�ازی ت کنورون، از ایده‌های س�خت افزاری گوناگوني، بهره گرفته‌ایم تا بهترین نوع از نورونک امل را بر اس�اس 
سرعت بالا، حجم‌کم، دقت بالا و قابلیت توسعه‌پذیری، طراحیک نیم. برخی از ایده‌ها در طراحی و پیاده‌سازی عبارتند از انجام محاسبات 
دیجیتال با بیت محدود، ساده‌سازی توابع ریاضی و تبدیل عملیات ممیز شناور به ممیز ثابت،ک ه علی‌رغم بهینه بودن وک اهش سخت‌افزار 
مصرفی، از ویژگی بيش�ينه موازی‌س�ازی و دقتک افی در تولید س�یگنال خروجی نیز برخوردار باش�د. مدل ارايه شده در این مقاله برای 

بسیاری از دانشمندان در حوزه علوم اعصاب شناختی، اهمیت فراوان دارد.

ABSTRACT
 In this paper, simulation the behavior of a single neuron, and the implementation of the hardware of a biochemical 
neuron according to the Hodgkin-Huxley model is investigated, that is closely resembles the real neuron, and its 
implementation is very difficult, But with the help of re-configuration and implementation on parallel, the FPGA-
based hardware design of the optimized neuronal system was performed. For this purpose, we have been using a 
variety of hardware ideas for the implementation of single-neurons to design the best type of complete neuron based 
on high speed, compactness, high precision and expandability. Some of the ideas in design and implementation include 
doing limited digital calculations, simplifying mathematical functions, and converting floating-point operations to 
fixed-point, which have the optimization and reduction of consumable hardware, have the maximum parallelism and 
the precision of the production of the output signals. The model presented in this paper is very important for many 
scientists in the field of cognitive neuroscience.

Evaluation, improvement and implementation of an artificial neuron on 
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1- مقدمه
نورون‌ه��ا سلول‌های تحریکی  و مهاری  هستن��د که سیگنال‌ها را از 
نورون‌ه��ای دیگر دریافت نموده، داده‌ه��ا را پردازش کرده و آنها را به 
کمک یک فرآیند پیچیده الکتروشیمیایی منتقل می‌کنند. سازماندهی 
مغ��ز و فعل و انفعالات بین نورون‌ها بر اساس تابعیت نورون‌ها و محل 
آناتومیک آن‌ه��ا تغییر می‌کند. در یک شبک��ه نورونی هزاران نورون 
به‌ص��ورت موازی با یکدیگ��ر در ارتباط هستن��د]1[. در دهه کنونی، 
شبیه‌س��ازی رفتار نورون، در یک شبکه نورون��ی بزرگ به یک علاقه 
خاص تبدیل شده اس��ت؛ به‌طوری‌که در سال‌های اخیر از شبکه‌های 
نورونی در زمینه‌های مختلف پزشکی مانند بررسی اثر بیماری اتیسم 
و یا تاثیر آن بر سیستم درک انسان استفاده شده است ]4-1[. تعامل 
پوی��ا بین نورون‌ها در عملکرد شبک��ه نورونی بسیار مهم است. چنین 
تعامل��ی در سیستم با ماهیت سریال، قاب��ل شبیه‌سازی و پیاده‌سازی 
نیس��ت، بنابراین مدل‌سازی م��وازی، برای تعام�الت پویای نورون‌ها 
ضروری ب��وده و پیاده‌سازی یک سیستم نورونی زیستی در یک بستر 
م��وازی‌ به‌منظور دستی‌ابی به یک شبکه با تع��داد نورون‌های زیاد و 
زمان اج��رای کم قابل اجرا اس��ت]5[. ویگژی ارجاي ومازي ونروناه 
بی��ن  از  اتس]6[.  نکممان  رنم‌ازفار  روي  رب  ونروین  هکبش  کی  در 
روش‌های پیاده‌سازی سخت‌افزار، پیاده‌س��ازی دیجیتال ترجیح داده 
می‏شود زی��را ویژگی‌هایی چون سیگنال به نوی��ز کمتر، تکرارپذیری 
راحت‌ت��ر، انعطاف‌پذی��ری زی��اد و قابلی��ت تست راحت‌ت��ر نسبت به 
پیاده‌سازی آنال��وگ را داراست]5[. به‌علاوه، زمان تولید نمونه اولیه و 
هزینه مهندسی طراحی دیجیتال کمتر است]7[. پیاده‌سازی به کمک 
پردازنده‌ه��ای خاص منظوره به‌دلی��ل ویژگی اجرای ترتیبی آن روش 
مناسب��ی برای مدل کردن رفتار موازی نورون‌ها در یک شبکه نورونی 
نیست. پیاده‌سازی‌های مبتنی بر ASIC علیرغم سرعت مناسب اجرا، 
ت��وان مصرفی پایی��ن و هزینه تولید نهایی ان��دک، قابلیت پیکربندی 
دوب��اره را ندارد ]8[. طرح‌های مبتنی بر FPGA دارای مزایای قابلیت 
پیکربن��دی دوباره و پردازش موازی اس��ت و بدین جهت، سخت‌افزار 
بهینه ب��رای پیاده‌سازی شبکه نورونی به‌شمار م��ی‌رود ]5[. از هلمج 
زماایي ایپدهاسزي رب روي FPGA انی مزی��ت اتس هک دک رطایح 
دشه اب HDL، صتخم کی ونعFPGA اخص تسین و هب رایتح لباق 

ااقتنل از کی ونع رتاهش هب ونع درگی است]9[. 
ونروناه  اتس.  دشه  لیکشت  ونرون  هندب  و  هتسه  کی  از  ونرون  ره 
ااعلاطت را از قیرط  یاههخاش��ی به‌نام دندریت درتفای رکده و آناه 
را هب هندب لقتنم دننکیم. انی ااعلاطت از آوسکن هب هنایاپ آوسکن 
ردیسه و هب ونروناهي درگی لقتنم وشیمد. هب انی بیترت، ونروناه 
ااعلاطت را ات اههلصافي دور لقتنم می‌کنن��د]10[. تیلاعف ایکیرتکل 
ونروناه از قیرط لقن و ااقتنل ویناه وصرت ریگیمد]10[. ارگ ونرون 
طسوت کی ایرجن اخریج و ای طسوت ونروناهي درگی کیرحت وشد، 
اعتدل یون‌ه��ا مه‌هب رهتخی و ایرجناهي ینوی از دالخ هب اخرج اشغء 
و سکعرب رقربار وشیمد. در ارث انی کیرحت، لیسناتپ ونرون هب کی 
دقمار  هب  یهاتوک  دمت  از  دعب  و  دنک‌یم  دیپا  ازفاشی  تبثم  دقمار 
ونرون  هک  دنیوگ  تلاح  انی  در  رگیمدد.  رب  وخد  ارتساتح  تلاح 
آشت رکده اتس و ای اسپایک زده اتس، لکش )1( ومندار آشت رکدن 
ونرون را در اث��ر تحری��ک اشنن یمدده. در طراح��ی ن��ورون هر چه 
به سمت مدل‌های انتزاع��ی پیش برویم، بهره‌وری محاسباتی افزایش 
میی‌ابد، نمونه‌هایی از مدل انتزاعی در مراجع ]14-11[ مورد استفاده 
ق��رار گرفته است. اهچرگ انی ونع اههکبش در اکرربداهي اخص، وچن 
صیخشت اوگل و . . . ایسبر ومرد اافتسده رقار ریگیمد، ویل وتیمنان 

از آن ااظتنر راتفر کی ونرون زیتسی را داتش.

 

شکل 1: تغییرات سطح ولتاژ نورون در یک اسپایک بر حسب زمان]10[

دمل ونروین H-H نیرتلماک دمل ونروین زیتسی اتس و راتفراهي 
آن  از  وت‌یمان  ربانبانی  یمدده.  اشنن  وخد  از  را  وایعق  ونرون  کی 
ونع‌هبان دمل بسانم رباي اسهیبشزي راتفراهي زغم اافتسده رکد. از 
آن جمل��ه می‌توان به مقاله]15[ اشاره کرد که در آن نویسنده، شبکه 
نورون��ی از نورون های م��دل )Hodgkin-Huxley (H-H را با استفاده 
از ASIC پیاده‌س��ازی کرده اس��ت، اهچرگ ایپدهاسزي اخص وظنمره 
وت‌یمادن زماایي وخد را داهتش دشاب، ویل در انی تلاح دعب از تخاس، 
ااکمن رییغت متسیس ووجد دنارد. در]16[، رگس و اکمهراشن ونرون 
ایپدهاسزي  رباي  ایپدهاسزي رکده‌ادن.   FPGA رب روي  را   H-H دمل 
و  رکده  اس‌هیبشزي   Simulink محی��ط  در  را  دمل  ادتبا  دمل،  انی 
طسوت دلوم متسیس دمل را هب دک لباق ااقتنل رب روي FPGA لیدبت 
رکده‌ادن. اهچرگ در انی روش، ایپدهاسزي رارتتح و داراي زامن کمی 
اتس، اام واحض اتس هک یمتسیس هک با روش مبتنی بر HDL رطایح 
وشد، ااطعنفریذپي رتشیبي در بهب��ود رطایح و پیاده‌سازی بر روی 
ان��واع تراشه‌ه��ای FPGA وخاده داش��ت. وپراهج و گنت در ]17[ هب 
ایپدهاسزي ونرون دمل H-H رپداهتخادن. آناه رباي ایپدهاسزي انی 
اعمدلات  و اسهتسسگزي  لیدبت  هب  نخس��ت  هلحرم  امهن  از  دمل، 
هطوبرم اب اافتسده از روش اورلی رپدادنتخ. اهچرگ انی ونع ایپدهاسزي 
لااب  ارجایی  داراي تعرس  و  دارد  ینییاپ  عبانم ‌تخسازفاري  رصمف 
اتس، ویل دق��ت کمی دارد در حالی‌ک��ه در کاربردهای پزشکی دقت 
مهمترین معیار است. در ]20-18[ کی هکبش ونروین زیتسی رب انبمي 
ونروناهي دمل H-H ایپدهاسزي دشه‌اتس. در انی ایپدهاسزي‌ه��ا از 
نیدنچ دمار عمتجم آولانگ که ابساحمت وبرمط هب ره ونرون در انی 
دماراهي عمتجم ااجنم وشیمد، اافتسده دشه اتس. در انی ‌متسیسها، 
هب دلیل ایپدهاسزي ونرون اب دماراهي عمتجم، ااکمن رییغت دمل و 
اکمهراشن  و  ایسیرگ  دنارد.  ووجد  تخاس  از  دعب  الااصتت  رییغت  ای 
ربریس  رباي  را   ]20[ در  دشه  ایپدهاسزي  ونروین  هکبش   ]21[ در 
آناه‌  اافتسده رکده‌ادن.  ونروین  ونروناه در هکبش  راتفراهي فلتخم 
وظنم‌هبر رک‌مکدن تخسازفار یفرصم، تباث زینام وجومد در اعمدلات 
H-H را وص‌هبرت کی دقمار تباث رفض رکددن. اهچرگ انی اکر ثعاب 
مک دشن اضفي یفرصم وشیمد، ویل در اصمریف هک اینز هب دانتسن 
رییغتات انی تباث زینام دشاب، وگخساپ تسین. دمل Izhikevich را 
وتیمان نیب دملاهي ونرون زیتسی و ازتنایع ب��ا سخت‌اف��زار ب��الا و 
دق��ت متوس��ط رقار داد، هک در لااقمت ]24-22[ هب ایپدهاسزي انی 
دمل رپداهتخ دشه اتس. از بی��ن تمام��ی مدل‌ه��ای ارايه شده برای 
نورون، دمل H-H ونع‌هبان کی دمل بسانم و کامل رباي اسهیبشزي 
راتفر ونرون ااختنب دشه اس��ت ]21-16[. تاکن��ون لیامت رتمکي هب 
ایپدهاسزي دمل H-H هب دلیل یگدیچیپ ایپدهاسزي و اضفي یفرصم 
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زاید آن ووجد داشت��ه اس��ت ]25[. تیلباق دنبرکیپي دوباره و ارجاي 
تخسازفار  ااختنب  در  ونروین  اههکبشي  ایپدهاسزي  رباي  ومازي 
رباي  وجومد  بستره��ای  نیب  در  اتس.  اتیمه  زئاح  ایسبر  بسانم 
رطایح داتیجیل، FPGA ره دو ویگژی را دارد. ربانبانی ونعهبان رتسب 
بسانم رباي انی ژپوشه ااختنب دشه است. از مدل تک نورون بهبود 
یافته در این مقاله می‌توان در راستای ساخت یک بستر سخت‌افزاری 
مناسب برای یک نورون با کانال‌های ورودی و خروجی فراوان استفاده 
ک��رد که ب��ا الهام از ساختار مغ��ز بتواند قابلیت‌ه��ای مغز نظیر حجم 
کوچ��ک، سرعت پردازش زیاد، مص��رف توان کم و قابلیت تشخیص و 
استنت��اج چشمگیری را در خود داشته باشد. در ادامه و در بخش دوم 
مدل ن��ورون مذکور بیان می‌شود. در بخش سوم الگوریتم پیشنهادی 
ب��رای بهینه‌سازی هرکدام از اجزای موردنیاز توضیح داده می‌شود، در 
بخ��ش چهارم نتایج شبیه‌سازی، در بخش پنجم گزارش پیاده‌سازی و 

در انتها نیز نتیجه مقاله آمده است. 

  H-H 2-مدل نورون
همان‌گونه که در بخش قبل اشاره شد، مدل H-H برای نورون توسط
Hodgkin-Huxley  پ��س از آزمایشات بسیار اراي��ه گردید که با این 
توصی��ف، توانستند جایزه نوب��ل را از آن خود کنند. مهمترین ویژگی 
این م��دل، الهام گرفتن از ساختار بیولوژیکی نورون واقعی است. غشا 
ن��ورون مانند یک سد، یون‌های داخل ن��ورون را از مایع خارجی جدا 
می‌کن��د. این عمل می‌تواند توسط یک خ��ازن در مدارهای الکتریکی 
جایگزی��ن شود. بنابراین یک خازن با ظرفی��ت C می‌تواند نقش غشا 
سلول را برای مدل‌سازی بازی کند. مدل نورونی استفاده شده در این 
پیاده‌سازی، م��دل مرتبه چهار است. دو نوع نورون تحریکی و مهاری 
در شبک��ه وجود دارد که ساختار مدل ن��ورون برای هر دو نوع نورون 
تحریکی و مهاری یکسان است. مدار شکل )2( برای مدل‌سازی روابط 

نورون توسط هاجیکن و هاکسلی معرفی شده است ]26[.
 

شکل 2: مدار پیشنهادی توسط هاجکین و هاکسلی در یک اسپایک ]26[

ب��ا توجه ب��ه ]10[ و ]26،27[ رابطه بین پتانسیل غشاء و جریان‌های 
یونی و جریان تحریکی در معادله )1( نشان داده شده است. 

                                          
 )1(

در عب��ارت )INa )1 نشان‌دهنده جریان یون��ی مربوط به سدیم است. 
ای��ن جریان تحت تاثیر دو متغیر دریچ��ه فعال‌ساز )m( وغیرفعال‌ساز 
)h( اس��ت. فعال‌ساز ای��ن دریچه از سه پره تشکی��ل شده است که با 
توان س��ه در m  اثر می‌گذارد و سرعت باز شدن این دریچه بیشتر از 
سرعت بسته‌شدن دریچه توسط h  است. رابطه )2( نشان دهنده‌ این 

جریان یونی است. 
                                             )2(

جریان پتاسیمی ناشی از حرکت یون های پتاسیم در رابطه )3( نشان 

داده ش��ده است. دریچه مربوط به کانال این یون از چهار پره تشکیل 
شده است که با توان چهار در متغیر n نشان داده می‌شود. 

                                                    )3(

در مدل H-H جریان‌ه��ای ناشی از سایر یون‌ها، از جمله یون کلسیم 
به‌ص��ورت یک جریان نشتی )IL( نش��ان داده می‌شود. این جریان در 

رابطه )4( نشان داده شده است. 
                                                        )4(

مقادی��ر پارامترهای مربوط به دریچه‌ه��ای کانال‌های یونی با استفاده 
از مع��ادلات )5( ت��ا )13( بدس��ت می‌آی��د]27[. رواب��ط )5( تا )7( 

نشان‌دهنده معادلات مربوط به پارامتر m است. 
                                                  )5(

 )6(
                                                 )7(

روابط )8( ت��ا )10( نشان‌دهنده معادله مربوط به دریچه غیرفعال‌ساز 
  H-Hروابط ، hکان��ال یون سدیم است. با صرف‌نظر کردن از دینامیک

از مرتبه چهار به مرتبه دو کاهش یافته است. 

                                                                                                                                                       )8(
                

                                                
  )9(

    
     )10(

روابط مربوط به پارامتر کانال پتاسیمی در روابط )11( تا )13( نشان 
داده شده است.

                                           )11(
     )12(
     )13(

پارامتره��ای I ، T، V، C و g  ب��ه ترتی��ب نشان‌دهنده چگالی خازنی، 
ولت��اژ، زمان، جری��ان تحریکی و چگال��ی رسانایی اس��ت. واحدهای 

استفاده شده برای این پارامترها  برابر است با:
µA/cm 2 ms/sm2و ms ،mV،µ،F/Cm 2

مقادی��ر پارامترهای مورد استفاده در مع��ادلات بيان شده، برابر است 
 ،  C=1  ،g Na =100  ،V Na = 50، g K =80 ، V K = -100 ب��ا 
g L = 1.0 و VL = -67. ای��ن مقادی��ر همانند مقادیر استفاده شده در 

]28،27[ است.
2-1-‌ معماری پیش�نهادی برای پیاده‌سازی ت کنورون براساس مدل  

 H-H
ب��رای پیاده‌سازی ت��ک نورون معماری شکل )3( م��ورد استفاده قرار 
گرفته است. هر کدام از بلوک‌های موجود در این معماری، نشان‌دهنده 
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معادلات مربوط به تک نورون هستند که در روابط )1( تا )13( آورده 
شده است. کنت��رل ارتباط بین این بلوک‌ها، زم��ان انتقال ورودی به 
ه��ر کدام، زمان آماده شدن خروج��ی و تمامی فعالیت‌های مربوط به 
سیست��م کنترل به‌طوری‌که از درستی انجام عملیات اطمینان حاصل 
شود، توسط کنترلر انجام می‌شود، که ماشین حالت آن در شکل )4(

نشان داده شده است. در ابتدا تمام بلوک‌ها ریست می‌شوند و کنترلر 
به مرحله بعدی، S1  تغییر حالت می‌دهد. در حالتS1  کلاک مربوط 
و  که x  شامل پارامتره��ایm ,n ,h  می‌شود  ب��ه بلوک‌ه��ای 
فع��ال شده و این مداره��ا کار خود را شروع می‌کنن��د و تا زمانی که 
خروجی آنه��ا آماده شود، کنترلر در این حال��ت باقی می‌ماند. بعد از 
آم��اده شدن خروجی ای��ن بلوک‌ها، کنترلر با آم��دن کلاک به حالت

S2  تغیی��ر حالت می‌دهد. در حال��ت S2 کلاک بلوک‌های  dx/dt که 
x  شامل m ,n ,h  می‌شود،  فعال شده و کنترلر تا زمانی که خروجی 
 IL ، ،کلاک جریان S3 آم��اده نش��ده، در این حالت باقی می‌مان��د. در
INa و IK، فع��ال شده و ب��ا آماده‌شدن خروجی آن‌ها، کنترلر به حالت 
بعد یعنی S4، تغییر حالت می‌دهد. درS4 ، کلاک dv / dt  فعال شده 
و ب��ا آماده شدن خروجی، کنترلر ب��ه حالت Finish رفته و پاسخ یک 
مرتب��ه اجرای نورون آماده می‌ش��ود. کنترلر شکل )5( که ارتباط بین 
SInit  کار 

بل��وک نورونی  و انتگرال‌گیرها را ممک��ن می‌سازد، از حالت 
خ��ود را شروع می‌کند و ب��ا آمدن کلاک به حال��ت S1  تغییر حالت 
می‌ده��د. در حالت S1 کلاک انتگرال‌گیر فع��ال می‌شود که با مقادیر 
SBack که حال��ت بازگشت برای تکرار 

اولی��ه مقداردهی شود. در حالت
عملی��ات نیز است، کلاک انتگرال‌گیر غیرفعال شده، سپس کنترلر به 
حال��ت S3 می‌رود و تا زمانی که خروجی بلوک نورونی آماده شود، در 

این حالت باقی می‌ماند.
 

شکل 3: معماری پیشنهادی برای پیاده‌سازی تک نورون

با آماده‌شدن خروجی بل��وک نورونی، کنترلر به حالتS4 منتقل شده 
و کلاک انتگرال‌گیر فعال می‌شود که داده‌های جدید را دریافت کند.

α m را 
شک��ل)6( بل��وک دیاگرام م��دار پیاده‌سازی شده ب��رای معادله 

نش��ان می‌دهد. با توجه به بلوک دیاگرام شکل )3( و شکل )6(، برای 
پیاده‌س��ازی تک نورون و معادلات آن باید در ابت��دا تمام توابع مورد 
نی��از، جمع/ تفریق، ضرب/ تقسیم، تاب��ع نمایی، توان و انتگرال‌گیر، با 
تعداد بیت مناسب پیاده‌سازی شوند، به‌طوری‌که نتیجه نهایی از دقت 
مناس��ب برخوردار باشد و از طرفی مساحت زیادی را اشغال نکند. در 

ای��ن زمینه ایده‌های مختلفی در پیاده‌سازی توابع در این مقاله به کار 
گرفت��ه شده است، که در ادامه توضیح��ات مربوط به آن‌ها شرح داده 

خواهد شد. 

 شکل 4: کنترلر پیشنهادی برای کنترل عملیات بین بلوکها

شکل 5: کنترلر طراحی شده برای تک نورون
 

  am شکل 6: بلوک دیاگرام مدار پیاده‌سازی شده برای

3-الگوریتم پیشنهادی
در پیاده‌سازی سخت‌افزاری باید نحوه نمایش داده‌ها و تعداد بیت‌های 
لازم ب��رای نمایش انتخ��اب شود. برای تصمیم‌گی��ری در مورد تعداد 
بیت مناسب برای پیاده‌سازی بهینه با دقت بالا، مراحل زیر به ترتیب 

انجام شد: 
- شبیه‌س��ازی تک نورون توس��طSimulink به ازای بازه پیوسته‌ای از 
ورودی‌ها و بدس��ت آوردن بازه تغییر تک‌تک متغیرها، و در نهایت 
تعیی��ن تعداد بیت مورد نیاز برای قسم��ت اعشار با استفاده از بازه 
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تغییر متغیرها. 
- مح��دود کردن تعداد ارقام اعشار تمامی پارامترها و عملیات موجود 
در کد تک نورون شبیه‌سازی شده در Simulink، تغییر تعداد ارقام 
اعش��ار و بررسی تغییرات حاص��ل در نتیجه نهایی و فرکانس آتش 
ک��ردن نورون‌ها و بدس��ت آوردن تعداد بیت‌های م��ورد نیاز برای 

نمایش ارقام در پیاده‌سازی دیجیتال.
- از جمل��ه توابعی ک��ه در پیاده‌سازی آن‌ه��ا از روش‌های محاسبات 
سخت‌اف��زاری برای بهبود پیاده‌سازی استف��اده شده است می‌توان 
ب��ه تابع نمایی اشاره کرد که مح��دوده ورودی آن با صرف حداقل 
سخت‌افزار افزایش میی‌اب��د. همچنین تابع توان که در پیاده‌سازی 
آن ع�الوه بر داشت��ن دقت کافی، تعداد ماژول‌ه��ای مورد استفاده 
کاهش یاف��ت. معیارهای انتخاب روش پیاده‌س��ازی توابع عبارتند 
از: استف��اده از توابع موردنظر در چند بخش مدار، تعداد ارقام مورد 
استفاده در عملیات، تعداد کلاک پالس‌هایی که می‌توان برای تولید 
خروجی بع��د از اعمال ورودی منتظر ماند، اولویت سرعت یا حجم 
سخت افزاری و بازه تغییرات ورودی. در ادامه به بررسی پیاده‌سازی 

توابع و ایده‌های ارايه شده می‌پردازیم.
3-1-‌ پیاده‌سازی دیجیتال تابع نمایی

با توجه به روابط )5( و )6(، تابع نمایی از جمله توابع مهم و پرکاربرد 
در پیاده‌س��ازی ت��ک نورون اس��ت و دقت خروج��ی آن تاثیر زیادی 
در دق��ت خروجی نهای��ی دارد. برای پیاده‌سازی ای��ن تابع روش‌های 
مختلفی چ��ون پیاده‌سازی با روش اویلر، پیاده‌سازی بر اساس جدول 
و پیاده‌س��ازی با استف��اده از الگوریتم CORDIC وج��ود دارد. روش 
اویل��ر به‌دلیل مص��رف سخت‌افزار زیاد و دقت ک��م در خروجی روش 
مناسب��ی نیست. ایده به‌ک��ار رفته در این مقال��ه، تلفیقی از دو روش 
پیاده‌سازی ب��ر اساس جدول و الگوریت��م CORDIC به‌منظور دست 
یافت��ن ب��ه پیاده‌سازی بهین��ه، سرعت اجرای زیاد و دق��ت بالا است. 
الگوریت��م CORDIC به‌دلی��ل بهینه ب��ودن آن در پیاده‌سازی توابعی 
چ��ون؛ هایپربولیک، Sin  و … کارب��رد دارد. اساس کار این الگوریتم 
ب��ا استفاده از جمع و شیفت‌ه��ای پیاپی است که تا رسیدن به جواب 
مطلوب انجام می‌ش��ود. بدین‌ترتیب، با حداقل سخت‌افزار، خروجی با 
دق��ت کافی تولید می‌شود]29[. روابط )14( تا )20( نشان‌دهنده این 

الگوریتم است. 
                                                                            )14(

    )15(
   )16(

  
                                                                     )17(
                                                    )18(

 )19(
                                                              

                                                                               )20(
همان‌طور که از روابط )14( تا )20( پیداست، این الگوریتم با استفاده 
از شیفت‌رجیستر و جمع‌کننده قابل پیاده‌سازی است. برای‌‌پیاده‌سازی 
بخ��ش tan -1 ، ب��ا توجه به مح��دوده j و مق��دار tan -1 ، مقادیر آن از 
قب��ل محاسبه و ذخی��ره شدند. در شک��ل )7( معم��اری به‌کار رفته 
ب��رای پیاده‌سازی این الگوریتم نشان داده ش��ده است. بيشينه مقدار 
ورودی برای کارک��رد صحیح این الگوریتم برابر است با1.11817= 
به‌طوری‌ک��ه ب��ه ازای مقادیر بزرگ‌تر از آن خروج��ی درستی بدست 

نمی‌آید]30[.  
 از ای��ن‌رو، بن��ا به درستي رواب��ط )21( و )22( ایده دیگری که از آن 

استف��اده شد، ج��دا کردن بخش صحیح از بخش اعش��ار ورودی تابع 
نمای��ی، محاسبه جداگانه هر بخ��ش و در نهایت حاصلضرب دو پاسخ 

بدست آمده برای محاسبه پاسخ تابع نمایی است.

CORDIC شکل 7: بلوک دیاگرام پیشنهادی برای پیاده‌سازی الگوریتم

                                                                           )21(
                                                             )22(

معم��اری پیشنهادی در شکل )8( نشان داده ش��ده است. با استفاده 
از ای��ن پیاده‌سازی، پاسخ دقیق تابع نمای��ی، در زمان کم و با مصرف 

كمينه سخت‌افزار بدست آمد.
 

شکل 8: بلوک دیاگرام پیشنهادی برای پیاده‌سازی تابع نمایی

3-2-‌ پیاده‌سازی دیجیتال تابع توان
با توجه به روابط )2( و )3( برای پیاده‌سازی جریان‌ها نیاز به محاسبه 
توان سه و توان چهار است. برای پیاده‌سازی توان، معماری شکل )9( 
در نظ��ر گرفته شده است. به این‌ص��ورت تعداد ضرب‌کننده‌ها کاهش 

یافته و به سرعت بالا و دقت مناسب دست یافتیم. 
 

شکل 9: بلوک دیاگرام محاسبه‌گر توان
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3-3-پیاده‌سازی دیجیتال تابع انتگرال‌گیر
ب��ا توجه ب��ه شکل )3( در بخش قبل، ابتدا مقادیر n،V، h، m ، باید با 
مقادیر اولیه مقداردهی شوند و بعد از نخستين اجرا، خروجی انتگرال 
dv/dt   بدس��ت ‌آید. برای پیاده‌سازی انتگرال‌گیر از ساده شده روش 
اویل��ر با گام‌ه��ای زمانی بسیار کوچک که از زم��ان آماده شدن پاسخ 
نورون بدست آمده، استفاده شد. رابطه استفاده شده برای پیاده‌سازی 

انتگرال‌گیر در عبارت )23( نشان داده شده است.

                                                                           )23(
با توجه به رابطه )23( پیاده‌سازی انتگرال‌گیر با استفاده از مدار شکل 

)10( قابل انجام است. 
 

شکل 10: بلوک دیاگرام معماری پیشنهادی برای پیاده‌سازی انتگرال‌گیر

4-نتایج شبیه‌سازی و پیکربندی محیط آزمایش
برای ارزیابی درستي خروجی نتایج مربوط به شبیه‌سازی پیاده‌سازی 
دیجیت��ال با شبیه‌سازی انجام شده با کم��ک نرم‌افزار MATLAB  و 
در محی��ط Simulink مقایسه شده است. برای پیاده‌سازی بخش‌های 
دیجیت��ال از نرم‌اف��زارXilinx ISE  به��ره گرفت��ه شده اس��ت. کلیه 
شبیه‌سازی‌های انجام شده نیز در نرم‌افزار Modelsim  صورت گرفته 
است‌. برای ش��روع پیاده‌سازی و بررسی مرحله به مرحله درستی آن، 
بای��د یک م��دل پایه وجود داشت��ه باشد، که بت��وان مقادیر داده‌های 
پیاده‌س��ازی ش��ده را با مقادیر آن سنجید. به ای��ن منظور تک نورون 
م��دل H-H  در Simulink  شبیه‌سازی شد. پس از شبیه‌سازی سطح 
بالای انجام شده، با اعمال ورودی‌های مختلف به این نورون و بررسی 
تاثی��ر تغییرات این ورودی، از درستي عملکرد و شبیه‌سازی اطمینان 
حاص��ل شد. شکل )11( نمودار سطح ولت��اژ غشاء نورون شبیه‌سازی 
ش��ده را ب��ه ازای جری��ان ورودی ثاب��ت Iext = 0.5 A  نشان می‌دهد. 
نم��ودار تغییرات مقادیر دریچه‌ه��ای n ،m  و  h  که سرعت تغییرات 
ای��ن دریچه‌ها را نشان می‌دهد، به ترتیب در شکل )12(، شکل )13( 

و شکل )14( آورده شده است.

 

0.5mA=I  شکل 11: نمودار سطح ولتاژ غشا نورون به ازای جریان خارجی

ب��ا بررسی شکل )11(، شک��ل )12(، شکل )13( و شکل )14( معلوم 
می‌ش��ود که با اعم��ال جریان ورودی، ابتدا دریچ��هm  با سرعت زیاد 
فع��ال شده و باعث افزایش ولتاژ غش��اء می‌شود. سرعت باز شدن این 
دریچ��ه بیشتر از تغیی��رات دریچه‌های n و h اس��ت. بنابراین قبل از 
  m بتوانند مانع تغیی��رات ناشی از دریچه h و  n ای��ن ک��ه دریچه‌های
شون��د، ولتاژ غشاء نورون به حد آستانه رسیده و نورون آتش می‌کند. 
سپ��س ب��ا بیشتر شدن مق��دار n  و کمتر شدن مق��دارh  سطح ولتاژ 

کاه��ش میی‌ابد و این عملیات تازمانی که جریان اعمالی وجود داشته 
باش��د، تکرار می‌شود، نم��ودار سطح ولتاژ غشاء ن��ورون بدون حضور 
جریان تحریکی در شک��ل)15( نشان داده شده است. با توجه به این 
شک��ل، در زمان‌های اولیه شبیه‌سازی سطح ولتاژ غشاء نورون به‌دلیل 
مقادیر اولیه و ب��رای ایجاد تعادل بین آن‌ها، تغییر کرده، ولی با ثابت 
شدن مقادی��ر پارامترها، ولتاژ غشاء نورون نیز ثابت می‌ماند. در شکل 
)16( نم��ودار سطح ولتاژ غشاء نورون به ازای جریان تحریکی خارجی 
 n  و متغیر دریچه اولیه V = -65mV و ولتاژ اولی��ه I = 0.7m A ثاب��ت
0.01 =  نش��ان داده شده است. به‌ازای جری��ان تحریکی اعمال شده، 
ن��ورون به‌صورت تکرار شونده آتش می‌کند. بنابراین درستی داده‌های 

تک نورون ثابت می‌شود.

 شکل 12: نمودار تغییرات متغیر دریچه m برحسب زمان به ازای 
I=0.5mA  جریان خارجی

 شکل 13: نمودار تغییرات متغیر دریچه n برحسب زمان به

I=0.5mA  ازای جریان خارجی 

  شکل 14: نمودار تغییرات متغیر دریچه h برحسب زمان به ازای
I=0.5mA  جریان خارجی 

 در ط��ول مراح��ل پیاده‌سازی، هر کدام از تواب��ع تشکیل دهنده تک 
ن��ورون، به‌طور جداگانه و به ازای بازه‌های ورودی مختلف تست شدند 
و مقادیرشان با مقادی��ر شبیه‌سازی شده مقایسه شد. در شکل) 17( 
شبیه‌س��ازی نورون پیشنه��ادی با نرم‌اف��زار Modelsim آمده است و 

درستی عملکرد آن بررسی شده است.
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 شکل 15: نمودار سطح ولتاژ غشا نورون بدون حضور جریان تحریکی

شکل 16: نمودار سطح ولتاژ غشا نورون در حضور جریان تحریکی ثابت

 

شکل 17: بخشی از شبیه‌سازی اسپایک‌های نورون پیشنهادی در نرم‌افزار 
Modelsim

5- گزارش پیاده‌س�ازی و ارزیابی عملکرد سیستم برحسب 
زمان

در ای��ن بخش درستی سیستم پیاده‌سازی شده با استفاده از داده‌های 
معتبر بدست آمده از شبیه‌سازی‌ بخش قبل، مورد بررسی قرار گرفته 
و به تحلی��ل عملکرد سیست��م، تحلیل زمان��ی و سخت‌افزار مصرفی 
پرداخت��ه شده است. در ج��دول )1( نتایج سنتز م��دل پیشنهادی و 

منبع سخت‌افزاری قابل دسترس در تراشه موردنظر آمده است.
جدول 1: گزارش سنتز مدل پیشنهادی

HH(ARTIX-7)
used available

FF 1700 160000
RAM 700byte 13Mbyte
LUT 5400 215000

DSP BLUK 4 740
MAX SPEED 250MHZ

در محاسب��ات Matlab ب��رای به‌روزرسانی گام‌ها از م��دت زمانی که 
برابر است ب��ا 7 میکروثانیه استفاده می‌شود اما در سخت‌افزار موجود 
بيشترين کلاک برابر با 4 نانوثانیه اندازه‌گیری گردید بدون اینکه مدار 
از مق��دار زمانی که دارد، تخطی کند. در Matlab تمامی محاسبات با 

سیستم ممیز شناور و با دقت Bit double 64 انجام شده در حالی که 
برای دقت مورد نظ��ر bit fix point 32 در نظر گرفته‌ایم که 12 بیت 
صحیح و 20 بیت اعشار می‌باشد. در جدول )2( مقایسه زمانی و دقت 

در نرم‌افزار مطلب و تراشه ARTIX-7 را مشاهده می‌کنید. 
Matlab 7 و-Artix جدول 2: مقایسه زمانی

MatlabArtix-7
7 µs4 nsSpeed

floating pointfix pointAccuracy
در شک��ل )18(نمودار سط��ح ولتاژ غشاء تک نورون ب��ه ازای جریان 
ورودی I = 0.7m A  و مق��دار اولیه n = 0.01  نشان داده شده است. 
نمودار قرمز رنگ نشان دهنده نتایج حاصل از شبیه‌سازی Matlab  و 
نم��ودار آبی رنگ نشان‌دهنده نتایج حاصل از پیاده‏سازی است. همان 
ط��ور که در این نمودار مشخص است، هیچ تغییری در فرکانس آتش 
کردن نورون که از جمله خصوصیات مهم در رفتار نورون است، دیده 

نمی‌شود. 
ب��ا توج��ه به شکل )18( تنه��ا اختلاف اندک در دو نم��ودار است که 
آن ه��م از خط��ای دیجیتال‌سازی ناشی می‌ش��ود و قابل چشم‌پوشی 
اس��ت. هر چند به عل��ت محدودیت ه��ای فضایی مرب��وط به تراشه 
م��ورد نظر، امکان موازی‌سازی کام��ل در سیستم وجود ندارد ولی در 
طراحی دیجیتال موردنظر برای پیاده سازی سیستم نورونی، حداکثر 
موازی‌س��ازی به ک��ار گرفته شد. این موضوع سب��ب شده است که با 
توج��ه به فرکانس کاری سیستم دیجیت��ال پیاده سازی شده، سرعت 
عملکرد آن بسیار بیشتر از سرعت اجرای آن بر روی نرم‌افزار باشد. به 
طوریکه زمان اجرای��ی سیستم نزدیک به زمان واقعی است، در حالی 
که زمان شبیه‌سازی سیستم با استفاده از MATLAB  بر روی پردازنده

Intel Core i5  2.8GHz براب��ر 736/81 ثانیه اس��ت. در مشابه‌ترین 
مقاله، ت��ک نورون��ی ب��ا روش Izhikevich ]31[ پیاده‌سازی شده 
اس��ت، با توجه به اینکه محاسبات مدل H-H بسیار پیچیده‌تر از سایر 
مدل‌ه��ای نورونی ب��رای دستیابی به دقت ب��الا می‌باشد اما نسبت به 
م��دل IZH  ک��ه از محاسبات بسیار ساده‌ای برخ��وردار است، سرعت 

محاسبات که ملاک مهمی در عملکرد نورون است، بیشتر است.
 

شکل 18: نمودار سطح ولتاژ غشا نورون در حضور جریان تحریکی خارجی  
I=0.7mA و n=0.01 )نتایج حاصل از نرم‌افزار Matlab )قرمز(، نتایج حاصل از 

پیاده‌سازی )آبی((

همان‌طورک��ه در ج��دول )3( مشاهده می‌ش��ود، استف��اده از تراشه 
Artix-7 به‌دلی��ل برخ��ورداری از بلوک‌ه��ای DSP، بالابردن سرعت 
محاسبات و کاهش سایر منابع سخت‌افزاری، مناسب‌ترین گزینه برای 
پیاده‌سازی این طرح ب��وده است که در معماری‌های جدید نیز به آن 

تاکید شده است ]32،33[.

 [
 D

ow
nl

oa
de

d 
fr

om
 k

ia
ee

e.
ir

 o
n 

20
26

-0
2-

17
 ]

 

                               7 / 8

https://kiaeee.ir/article-1-196-fa.html


فصل‌نامه

علمي- ترويجي 
انجمن مهندسین برق و الکترونیک ایران-شاخه خراسان

49      سال پنجم/ شماره11/ زمستان1397

جدول 3: مقایسه سخت‌افزاری و سرعت

HH(ARTIX-7)IZH(VIRTIX-II)

availableusedavailableused

7404--------DSP بلوک

250MHZ241MHZسرعت  ماکزیمم

6-نتیجه‏گیری
  H-Hدر ای��ن مقاله به پیاده‌سازی یک سیست��م نورونی زیستی مدل 
مبتنی بر FPGA پرداخته شد. در مقاله حاضر در ایپدهاسزي نورون از 
روش ساده‌س��ازی محاسباتی رهبه ربده و اب ایده‌های درگی در رطایح، 
دتق ابساحمت را ازفاشی دادیم. همچنین برای غلبه بر محدودیت‌های 
عملکرد نرم‌افزاری، طراحی سخت‌افزار با سرعت و با عملکرد بالا انجام 
شد. بدین منظور نیز ایده‌های مختلفی در طول مراحل پیاده‌سازی در 
نظ��ر گرفته شد که با به‌کار گرفتن آنه��ا، تک نورون پیاده‌سازی شده 
دارای سرع��ت بسیار بالا و زم��ان اجرایی نزدیک به زمان واقعی باشد. 
از جمل��ه ویژگی‌های دیگر این طرح، مقیاس‌پذیر و قابل توسعه بودن 
آن ب��رای تعداد بیشتری از نورون‌ه��ا است. از مدل بهبودیافته در این 
مقال��ه می‌توان برای ساخت یک بستر مناسب ک��ه با الهام از ساختار 
مغ��ز بتواند قابلیت‌های مغز نظیر حجم کوچک، سرعت پردازش زیاد، 
مص��رف توان کم و قابلیت تشخیص و استنتاج چشمگیری را در خود 

داشته باشد، استفاده نمود. 
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