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مدل‌سازی و عیبی‌ابی سیستم انتقال قدرت توربین بادی با استفاده از شبکه 
عصبی پرسپترون چندلایه‌ی تقویت شده

چکيده
م�ا در این مقاله به مدل‌س�ازی و عیب‌یابی سیس�تم انتقال قدرت توربین بادی نیروگاه بادیک ه کاس�تان قزوی�ن می‌پردازیم. داده‌های 
واقعی دریافتی از نیروگاه بادیک ه کمبنایک ارکرد ما بوده و برای مدل‌سازی و عیب‌یابی از شبکه عصبی تقویت شده استفاده نموده‌ایم. 
درواقع ش�بکه عصبی جدید پیشنهاد داده ش�ده در این مقاله، بر مبنای ارايه‌ی بهینه‌سازی هوشمند تابع هزینه‌ی شبکه‌ی عصبی، مورد 
استفاده می‌باشد. در این مقاله با بهینه‌سازی تابع هزینه‌ی شبکه عصبی توسط الگوریتم ژنتکی، شبکه‌ی عصبی تقویت شده جهت انجام 
مدل‌س�ازی و عیب‌یابی ارايه مي‌ش�ود. شبیه‌س�ازی‌های انجام ش�ده در نرم‌افزار MATLAB انجام گرفته اس�ت و در نهایتک ارکرد بسیار 
مطلوب ش�بکه عصبی تقویت ش�ده نس�بت به حالت عدم تقویت شده ی شبکه عصبی در قالب ش�کل و جداول نتیجه گیری آورده شده 

است. 

کلمات کلیدی:  انرژی باد، شبکه عصبی تقویت شده، عیبی‌ابی، مدل‌سازی

Abstract:
In this paper we use new neural network for modeling and fault detection of KAHAK wind turbine. We use real data 
from KAHAK wind farm that installed in Qazvin province. Our new neural network is a neural network that we 
optimizing the cost function of that with genetic algorithm. We use MATLAB software for simulation and result of 
article shown in figures and tables. 
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1- مقدمه
ب��ا توجه به کاهش سط��ح ذخایر سوخت‌های فسیل��ی و نیز با توجه 
ب��ه آلودگی‌های ناشی از این سوخت‌ه��ا، استفاده از انرژی‌های پاک و 
تجدیدپذیر بیشتر از پیش مورد توجه جهانیان قرار گرفته است. انواع 
مختل��ف انرژی‌های تجدیدپذیر قابل دسترس انسان عبارتند از: انرژی 
خورشیدی، انرژی بادی، انرژی جزر و مد، انرژی زمین گرمایی و انرژی 

برق‌آب��ی که از میان این انرژی‌ه��ا، استفاده از انرژی بادی برای تامین 
انرژی الکتریکی بسیار مورد توجه می‌باشد و دلیل این امر نیز به‌خاطر 
همواره در دسترس ب��ودن، بازدهی قابل توجه و امکان بهره‌بردای در 
بیشت��ر مناطق کره‌ی زمین می‌باشد. توربین‌ه��ای بادی سیستم‌های 
بسیار گران قیمت و بسیار پیچیده‌ای می‌باشند که این دو دلیل باعث 
می‌شود ت��ا توجه و رسیدگی به این سیستم‌ها بیشتر مورد توجه قرار 
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گیرن��د، چرا که در صورت بروز خراب��ی در سیستم‌های توربین بادی 
ع�الوه بر متوقف شدن تولید برق، هزین��ه‌ی تعمیر این سیستم‌ها نیز 
بسی��ار زیاد خواهد ب��ود. قبل از بروز خراب��ی در سیستم عیب بوجود 
می‌آی��د، در صورتی‌که عی��ب بوجود آمده آشکارس��ازی گردد خرابی 
بوج��ود نخواهد آمد و می‌توان با توجه به روش‌های موجود در کنترل 
تحمل‌پذیر عی��ب، سیستم را از بروز خرابی مص��ون نگاه داشت و در 
صورت عدم‌آشکارسازی عیب در سیستم، عیب اتفاق افتاده به خرابی 
منج��ر می‌گردد. قابل ذک��ر است که عیب و خراب��ی دو مفهوم کاملا 
مجزا ولی مرتبط می‌باشن��د و نخست عیب در سیستم اتفاق می‌افتد 
و سپس خرابی صورت می‌گیرد. همان‌گونه‌که اشاره شد، سیستم‌های 
توربین‌های بادی بسیار پیچیده بوده و از تجهیزات و بخش‌های بسیار 
زی��ادی تشکیل شده است، در کل می‌توان توربین‌های بادی را به سه 

بخش عمده و کاملا مرتبط با یکدیگر طبقه‌بندی نمود:
1- بخش آیرودینامیکی 

2- بخش مکانیکی
3- بخش الکتریکی

این سه بخش عمده‌ی تشکیل‌دهن��ده‌ی توربین‌های بادی در ارتباط 
کامل و مستقیم ب��ا یکدیگر می‌باشند و رخداد عیب در هریک از این 
بخش‌ها ب��ر روی کل سیستم توربین ب��ادی و در نهايت تولید انرژی 

الکتریکی تاثیرگذار خواهد بود.
هری��ک از این بخش‌ها خود شامل زیربخش‌ه��ای مختلفی می‌باشند. 
سیستم انتقال قدرت زیربخش مربوط به قسمت مکانیکی توربین‌های 
بادی بوده که خود شامل، جعبه دنده، شفت سرعت بالا )شفت سمت 
ژنراتور(، شفت سرعت پایین )شفت سمت روتور( و یاتاقان‌ها می‌باشند 
که وظیفه‌ی انتق��ال انرژی مکانیکی را برعه��ده دارند. عیبی‌ابی این 
زیربخش قسمت مکانیکی توربین بادی در این مقاله مورد نظر است.

عیب‌ه��ا در سه بخ��ش از توربین‌های بادی بوج��ود می‌آیند، عیب در 
سنسورها، عی��ب در سیستم و عیب در عملگرها، همچنین روش‌های 
عیبی‌اب��ی متنوعی تاکنون ب��ر روی توربین‌های ب��ادی و بخش‌های 
مختلف آن طراحی و پیاده‌سازی شده است. همچنین قابل ذکر است 

که عیبی‌ابی با توجه به سه روش انجام می‌گیرد:
1-  عیبی‌ابی بر مبنای مدل دینامیکی سیستم )مدل محور(.
2-  عیبی‌ابی بر مبنای داده‌های واقعی و عددی )داده محور(.
3- عیبی‌ابی بر مبنای سیگنال‌های دریافتی )سیگنال محور(.

در مرجع]1[ عیبی‌ابی برای بخش‌های مربوط به سنسورها و عملگرها 
ص��ورت گرفته است، این عیبی‌ابی بر مبن��ای مدل سیستم و توسط 
الگوریت��م تطبیقی و فیلتر کالمن انجام ش��ده است که در مقاله ]1[ 
الگوریتم تطبیق��ی وظیفه‌ی تخمین نامعینی‌ه��ای موجود را برعهده 
داشت��ه و فیلتر کالمن به‌عنوان مشاهده‌گر عمل کرده و با تولید مانده 
ب��ه آشکارسازی عی��ب پرداخته شده است. در مرج��ع ]2[ عیبی‌ابی 
ب��رای سنسوره��ای توربی��ن بادی انج��ام گرفته است ک��ه عیبی‌ابی 
ص��ورت گرفته در آن برای س��ه سنسور، اندازه‌گی��ری سرعت روتور، 
اندازه‌گی��ری سرعت ژنراتور و سنسور مبدل می‌باشد. این عیبی‌ابی به 
روش UIO1 ص��ورت گرفته است. در ]3[ عیبی‌ابی مقاوم برای توربین 
بادی V47/660kW با استف��اده از روش Ui-Pio انجام شده است که در 
ای��ن عیبی‌ابی آشکارسازی و جداسازی عیوب در سنسورها، عملگرها 
و سیست��م صورت گرفته است. در مرجع ]4[ ب��رای ژنراتور سنکرون 
مغناطی��س دايم عملیات عیبی‌ابی انج��ام گرفته شده است و در این 
مقاله یک روش جدید عیبی‌ابی صورت پذیرفته است، عنوان این روش 
توس��ط یینگنینگ کیو2 و همکارانش »ردیابی جریان نرمالیزه شده بر 
مبنای سرعت باد« نامگذاری شده است. این روش عیبی‌ابی بر مبنای 
سیگنال می‌باشد و با مقایس��ه ردیابی جریان نرمالیزه با بردار ردیابی 
جریان در مورد رخداد و ع��دم رخداد عیب تصمیم‌گیری می‌کند. در 

واق��ع عیبی‌ابی صورت گرفته در این مقاله برای آشکارسازی عیب در 
مب��دل ژنراتور بوده و ب��ه عیبی‌ابی مدار IGBT مب��دل می‌پردازد. در 
مرجع]5[ عیبی‌ابی برای عملگ��ر چرخش پره‌ها یا همان عملگر پیچ 
و نی��ز برای سیستم خنک‌کاری توسط الگوریتم SDW-LSI انجام شده 
است. در مرجع]6[ عیبی‌ابی توربین بادی توسط فیلتر کالمن توسعه 
یافته EKF3 صورت گرفته است، در این مقاله عیبی‌ابی بر مبنای مدل 
سیستم توربین بادی بوده و عیبی‌ابی به جهت مشخص‌سازی رخداد 
و ع��دم رخداد عیب در عملگر سیستم پی��چ، سنسورسنجش سرعت 

روتور و نیز سنسور سنجش سرعت ژنراتور انجام شده است. 
تمامی عیبی‌ابی‌ه��ا برپایه‌ی تولید مانده است��وار است، درواقع مانده 
همان اختلاف مقدار واقعی و مقدار مشاهده شده یا تخمین زده شده 

می‌باشد. در شکل )1( روند تولید مانده آورده شده است]7[.

شکل 1: روند تولید مانده

2- شبکه عصبی پرسپترون چندلایه تقویت شده 
شبکه‌های عصبی مصنوعی همانند مغز انسان به‌طور اساسي واحدهای 
پردازش��ی هستند که اطلاعات را حفظ می‌کنند و این اطلاعات را در 
تم��ام شبکه توزیع می‌نمایند. شبکه‌های عصب��ی به طور گسترده در 
حوزه‌های کنترل، پردازش سیگنال، بازشناسی الگو، تشخیص عیب و 
کاربردهای بسی��ار دیگر مورد استفاده قرار می‌گیرند. برای شبکه‌های 

عصبی مصنوعی ویژگی‌های زیر را می‌توان در نظر گرفت:
1- قابلیت یادگیری

2- پراکندگی اطلاعات
3- قابلیت تعمیم

4- پردازش موازی 
5- مقاوم بودن

شبکه‌های عصبی را می‌توان ب��ه دو بخش عمده‌ی شبکه‌های عصبی 
استاتیکی و دینامیکی طبقه‌بن��دی کرد، شبکه‌های عصبی استاتیکی 
را شبکه‌های عصبی پیش��رو نیز می‌نامند. در شکل)2( ساختار شبکه 

عصبی استاتیکی- پیشرو آورده شده است]7[.

شکل 2: ساختار شبکه عصبی پیشرو 

شبکه‌ه��ای عصبی استاتیک��ی را می‌توان به‌عن��وان شبکه‌های بدون 
حافظ��ه یا به‌ص��ورت واضح‌ت��ر شبکه‌هایی که خروجی آنه��ا تابعی از 
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ورودی لحظه ح��ال باشد دانست. در شبکه‌های عصبی استاتیکی سه 
فاز یادگیری، تايی��د و آزمایش مورد بررسی قرار می‌گیرد. شبکه‌های 
عصب��ی استاتیکی برای مسايل غیرخط��ی و مدل کردن سیستم‌های 
غیرخط��ی و پیچیده، با توانای��ی و انعطاف ب��الا می‌باشند]8[. مزیت 
شبکه‌ه��ای عصبی استاتیکی این است که شبک��ه به راحتی می‌تواند 
ب��ا یک الگوریتم بهینه‌سازی ساده ساخته شود. نوآوری مقاله‌ی حاضر 
مرب��وط به بهینه‌س��ازی تابع هزینه‌ی شبکه عصب��ی است که برروی 
سه فاز یاد ش��ده در قسمت بالا تاثیر می‌گذارد. در واقع در این مقاله 
به‌ج��ای استفاده از الگوریتم بهینه‌سازی س��اده کلاسیک از الگوریتم 
هوشمند ژنتیک استف��اده نموده‌ایم و با این کار شبکه عصبی تقویت 

شده را معرفی می‌نمايیم]8[. 
 MLP شبک��ه‌ی عصبی م��ورد استفاده در این مقال��ه، شبکه‌ی عصبی
تقوی��ت شده می‌باشد. شبکه‌های چند لایه‌ی پیشرو یکی از مهمترین 
ساختاره��ای شبک��ه عصبی مصنوع��ی می‌باشد. به‌ط��ور معمول این 
شبکه‌ه��ا شامل مجموع��ه‌ای از نرون‌ها می‌باشد ک��ه شامل یک لایه 
ورودی، یک لای��ه خروجی و یک لایه پنهان اس��ت. سیگنال ورودی 
در خ�الل شبکه و در مسیری رو به جلو به‌صورت لایه به لایه منتشر 
می‌ش��ود]9[. یک طبقهبن��دی دیگری که می‌توان ب��رای شبکه‌های 

عصبی در نظر گرفت عبارت است از تفکیک یادگیری‌ها: 
1- یادگیری با سرپرست یا نظارتی.
2- یادگیری بدون سرپرست و ناظر.

3- یادگیری ترکیبی از دو حالت قبل.
در یادگی��ری با سرپرست یا نظارت��ی، خروجی هر دنباله‌ی ورودی به 
شبکه داده می‌شود. وزن‌ها به‌گونه‌ای تعیین می‌شوند که پاسخ شبکه 
ت��ا حد ممکن به پاسخ واقعی نزدی��ک باشد. در یادگیری با سرپرست 
ف��رض بر این است که در هر مرحل��ه تکرار الگوریتم یادگیری، جواب 
مطل��وب سیستم یادگیرنده از قبل آم��اده است و به عبارتی الگوریتم 

یادگیری به جواب مطلوب و واقعی دسترسی دارد]9[.  
شبکه عصبی MLP یک شبکه‌ی عصبی استاتیکی پیشرو و با سرپرست 
یا نظارتی می‌باشد. قابل ذکر است که شبکه عصبی پرسپترون چندلایه 
و تقویت ش��ده‌ی آن تنها در نوع بهینه‌سازی تابع هزینه تفاوت دارند 
و در سای��ر م��وارد دقیقا همانند هم عمل می‌کنن��د. دلیل استفاده از 
الگوریتم ژنتیک جهت انج��ام بهینه‌سازی تابع هزینه‌ی شبکه عصبی 
به‌خاط��ر عدم نیازمندی این روش به مشتق‌گیری و شرایط پیوستگی 
تاب��ع هزین��ه و شروط مربوط به آن می‌باشد ک��ه باعث گستردگی در 
استفاده از انواع مختلف توابع هزینه و عدم محدودیت در تعیین توابع‌ 
به‌منظ��ور افزایش ق��درت و بازدهی شبکه عصب��ی و همچنین باعث 

افزایش دقت بهینه‌سازی می‌شود]10[. 
در شکل )3( ساختار شبکه عصبی MLP آورده شده است. 

MLP شکل 3: ساختار شبکه عصبی

در ادام��ه فرمولاسیون مربوط به شبکه عصب��ی پرسپترون چند لایه 
آورده شده است ]10[.

                                     )1(

                                                   )2( 
 

Wiوزن‌های 
t ،خروجی مدل‌سازی که در آن  خروجی سیست��م، 

شبک��ه‌ی عصبی،  تابع ورودی‌ه��ای سیستم، b مقدار بایاس و 
e خط��ای مدل‌سازی می‌باشد. تابع هدف برای این شبکه‌ی عصبی به 

قرار فرمول )3 (تعریف می‌شود]9و10[.

             
)3( 

به‌ص��ورت متداول ب��رای بهینه‌سازی تابع هزین��ه‌ی شبکه عصبی که 
رابط��ه‌ی شماره )3( نشانگر آن اس��ت، از الگوریتم‌های بسیار ساده و 
کلاسی��ک استفاده می‌شود و در این مقال��ه بهینه‌سازی تابع هزینه‌ی 
شم��اره )3(  توسط الگوریتم ژنتیک انجام می‌شود. الگوریتم ژنتیک با 

الهام از ژنتیک انسان به بهینه‌سازی توابع هزینه می‌پردازد. 
در ای��ن مقاله در هر قسمت که از شبک��ه عصبی MLP نام برده شود، 
منظور همان شبکه عصبی MLP تقویت شده می‌باشد و اساس تمامی 
شبیه‌سازی‌ه��ای انجام شده در این مقاله شبکه پرسپترون چندلایه‌ی 

تقویت شده می‌باشد. 

3- بیان سیستم انتقال قدرت توربین بادی
داده‌های مورد استفاده در این مقال��ه با نمونه‌برداری‌هایی با فاصله‌ی 
زمان��ی 5 دقیقه و به تع��داد 500 داده می‌باشد. این داده‌ها مربوط به 
سرع��ت چرخشی ژنراتور توربین بادی و نیز سرعت باد است. در ادامه 

شکل‌های مربوط به ورودی و هدف آورده شده است. 

شکل 4: سرعت باد به‌عنوان ورودی شبکه عصبی

شکل 5: سرعت چرخشی ژنراتور به‌عنوان هدف شبکه عصبی
همان‌گونه‌ک��ه قبلا بیان شد، شبک��ه‌ی عصبی MLP از نوع شبکه‌های 
عصبی استاتیکی می‌باش��د و در شبکه‌های عصبی استاتیکی رابطه‌ی 
ورودی و خروج��ی یک رابط��ه‌ی استاتیکی و جب��ری است. در ادامه 
رابطه‌ی بین سرعت باد و سرعت چرخشی ژنراتور آورده شده است]9[. 
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)4(

                                                                                                  
)5(

                                                                               )6(

                                                                                            )7(

                                                                             )8(
در جدول )1( اطلاع��ات مربوط به هریک از پارامترهای ذکر شده در 

روابط موجود در این مقاله بیان شده است]6و7[.

جدول 1: پارامترها متغیرها

شماره 
پارامتر و 

متغیر
واحدمفهوم

1λبدون واحد سرعت نسبی نوک پره

2ωrotorدور در دقیقهسرعت چرخشی روتور

3Vwindمتر بر ثانیهسرعت باد

4Rمتر شعاع روتور

5ωgeneratorدور در دقیقهسرعت چرخشی ژنراتور

6Ng بدون واحدنسبت تبدیل جعبه دنده

7Jکیلوگرم مترمربعاینرسی

8Dنیوتن متر بر رادیانضریب میرایی

9Kنیوتن مترثانیه بر سفتی
رادیان

10rنیوتن مترگشتاور

11θدرجهزاویه‌ی چرخشی

12JT کیلوگرم مترمربعاینرسی روتور

13JG
کیلوگرم متر مربعاینرسی ژنراتور

14θG
درجهزاویه‌ی چرخشی ژنراتور

15θT
درجهزاویه‌ی چرخشی روتور

16ωTدور در دقیقهسرعت زاویه‌ای روتور

17ωGدور در دقیقه سرعت زاویه‌ای ژنراتور

18rTنیوتن مترگشتاور روتور

19rGنیوتن مترگشتاور ژنراتور

20N1
تعداد دندانه‌های جعبه دنده 

بدون واحد سمت روتور

21N2
تعداد دندانه‌های جعبه دنده 

بدون واحدسمت ژنراتور

در ادامه مدل دینامیکی مربوط به بخش سیستم انتقال قدرت توربین 
بادی آورده شده است. توربی��ن بادی مورد نظر دارای سیستم انتقال 
ق��درت دو جرمه است. در شکل‌های )6( و )7( مدل فیزیکی سیستم 
انتق��ال قدرت توربین بادی نشان داده ش��ده است]7[.که پارامترهای 
موجود در این رابطه‌ها در جدول)1( لیست گردیده  است.  همان‌گونه 
ک��ه در شکل )7( نشان داده شده، سیستم انتقال قدرت توربین بادی 

از س��ه قسمت عمده تشکیل شده است. ای��ن سه بخش عمده شامل 
جعبه دنده، شفت سرعت بالا و شفت سرعت پایین مي‌باشد که شفت 
سرعت بالا را توسط سیستم 2 و شفت سرعت پایین را توسط سیستم 
1 نشان می‌دهد و جعبه دنده نیز مبدل سرعت پایین سمت روتور به 

سرعت بالا در سمت ژنراتور است. 

شکل 6: مدل دیسک مربوط به سیستم انتقال قدرت توربین بادی

شکل 7: مدل فیزیکی سیستم انتقال قدرت توربین بادی

                                            )9( 

4- شبیه‌سازی
مدل‌س��ازی توسط شبک��ه‌ی عصبی در ادام��ه آورده شده است، برای 
مدل‌س��ازی زیربخش مکانیک��ی سیستم انتقال ق��درت توربین بادی 
توس��ط شبکه‌ی عصبی، از یک شبکه‌ی عصب��ی MLP تقویت شده با 

تعداد نرون‌های 5 در لایه‌ی پنهان استفاده شده است.  
ب��رای مدل‌س��ازی زیربخش سیستم انتق��ال قدرت پن��ج آزمایش با 
شرای��ط متفاوت صورت گرفته و تمامی موارد مربوط به هریک از این 
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مدل‌سازی‌ها در جدول )2( لیست شده و بهترین مدل‌سازی مشخص 
گردیده است. 

از می��ان مدل‌سازی‌های انج��ام شده با شرایط بي��ان شده در جدول 
ب��الا، مدل‌سازی ب��ا اطلاعات مربوط به شم��اره 5 بهترین نتایج را در 
اختیار قرار می‌دهد. در ادامه نتایج مربوط به مدل‌سازی و شبیه‌سازی 
سیست��م انتقال ق��درت توربین بادی با شرایط ذک��ر شده در مورد 5 
ج��دول)2( با استفاده از شبک��ه عصبی MLP تقویت شده آورده شده 

است. 
در شک��ل )8( سرع��ت چرخشی مربوط ب��ه ژنراتور توربی��ن بادی با 

استفاده از مدل‌سازی توسط شبکه‌ی عصبی آورده شده است. 

شکل 8: مدل سرعت چرخشی ژنراتور 
ب��ا توجه به مطالب ذکر ش��ده در بخش‌های قبل می‌بایست در حالت 
عدم رخداد عیب، مان��ده‌ی تولیدی مقداری بسیار کم در حدود صفر 
داشت��ه باشد، در شکل )9( مان��ده‌ی تولید شده در حالت عدم رخداد 
عی��ب، آورده شده است و همان‌گونه‌که انتظار می‌رود مانده‌ی تولیدی 

مقداری تقریبا برابر صفر دارد. 

شکل 9: مانده در حالت بدون عیب

ب��ا رخداد عی��ب در سیستم انتقال ق��درت توربین ب��ادی می‌بایست 
مان��ده‌ی تولیدی نیز مقداری غی��ر از صفر داشته باشد، در شکل)10( 
مدل سیست��م انتقال قدرت در حالت بدون رخ��داد عیب و با رخداد 
عیب آورده شده است و پس از آن نیز مانده‌ی مربوط به مدل سیستم 

پس از رخداد عیب ترسیم شده است. 
در ادامه شکل مربوط به مانده در حالت رخداد عیب آورده شده است 
و می‌بایس��ت مقداری بزرگت��ر از صفر داشته باش��د. عیب اعمالی در 

لحظه‌ی شروع به کار سیستم و با اندازه100 می‌باشد.

شکل 10: سرعت چرخشی ژنراتور در دو حالت 

شکل 11: مانده در حالت بروز عیب
همان‌گونه‌که در شکل )11( مشخص است، مانده‌ی تولیدی در حالت 
رخ��داد عیب دارای مقداری به مراتب بیشت��ر از صفر است و این امر 
رخداد عی��ب را مشخص می‌س��ازد. انتخاب حدآستان��ه‌ای بر مبنای 
ان��دازه‌ی عیب وارد شده به سیستم انتقال قدرت می‌باشد و مقدار آن 

از رابطه‌ی زیر محاسبه می‌گردد:

                                                                                                                  )18( 

جدول 2: شرایط مختلف مدل‌سازی سیستم انتقال قدرت

تعداد تکرار آموزش نرخ یادگیریتعداد لایهشماره
بیشترین تعداد خطامقدار نهایی تابعشبکه 

121e-45005e-36

231e-45005e-36

341e-55005e-57

451e-650005e-510

551e-9500005e-610
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که در این رابطه  اندازه‌ی عیب وارد شده به سیستم است. 
جه��ت افزایش دقت عیبی‌اب��ی می‌توان بر روی مان��ده‌ی تولید شده 
شروط��ی ق��رار داد و ب��ه ای��ن وسیله دق��ت و درست��ي عیبی‌ابی را 
افزای��ش داد. ای��ن نیازمندی در سیستم‌های عمل��ی و در پیاده‌سازی 
الگوریتم‌ه��ای عیبی‌ابی به‌صورت عملی بسیار مورد نیاز و مورد توجه 
می‌باشد و با اعمال شروط تصمیم‌گیری دقیق‌تر می‌توان از بروز اعلام 
عیب به‌صورت اشتباه جلوگیری کرد و اثرات نویز و اغتشاشات بیرونی 
را نی��ز حذف نم��ود. یکی از شروط را می‌توان به ب��ازه‌ی زمانی ایجاد 
مانده‌ی اعلام رخداد و نبود رخداد عیب اختصاص داد رابطه‌ی مربوط 

به این شرط به قرار زیر است:

                                                                                    
)19( 

ک��ه در این رابط��ه، H_time مدت زمان نشان‌دهن��ده‌ی نبود رخداد 
عیب می‌باشد، همچنین مقدار انتخاب حدآستانه برای این مدت زمان 
اختی��اری و به‌طور معمول در حد چن��د ده ثانیه انتخاب می‌شود. در 
ادامه شکل مربوط به هیستوگرام خطا آورده شده است، همان‌گونه‌که 
در شک��ل )12( مشخص است، فراوانی می��زان خطای مدل‌سازی در 
نزدیک��ی صفر ب��وده و این بدان مفهوم است ک��ه میزان نزدیک بودن 
مدل‌س��ازی انجام ش��ده به مدل واقعی و رفت��ار واقعی سیستم بسیار 

زیاد است. 

شکل 12: نمودار فراوانی خطا
برای مشخص‌سازی دقت مدل‌سازی انجام شده به معرفی و محاسبه‌ی 

RMSE ،MSE و SSE می‌پردازیم]8[. 

)20(

)21(

)22(
 ،1/3460e -0.7 :مق��دار ای��ن پارامتره��ا ب��ه ترتی��ب براب��ر اس��ت با
، که این مقادیر بیانگر دقت بسیار  1/8117e-14 8/5129  و نی��زe-0.9
بالای مدل‌سازی انجام گرفت��ه است. با مقایسه‌ی نتایج حاصل از این 
مقاله با نتایج مربوط به مرجع]11[ بهبود دقت مدل‌سازی و عیبی‌ابی 
توس��ط روش جدید بی��ان شده مشخص می‌گ��ردد. مقادیر مربوط به  
معیاره��ای خطایی اشاره شده در بالا به ترتیب برای مرجع ]11[برابر 

است با: 0/00004، 0/00200 و 0/0904. 

4- نتیجه‌گیری
در ای��ن مقاله به این موض��وع رسیدیم که استف��اده از شبکه عصبی 
پرسپت��رون چندلای��ه‌ی تقویت شده دق��ت مدل‌س��ازی و در نتیجه 
عیبی‌اب��ی سیستم انتقال قدرت توربین ب��ادی نصب شده در نیروگاه 

ب��ادی کهک استان قزوی��ن را بسیار افزایش می‌ده��د. تقویت شبکه 
عصبی پرسپت��رون چندلایه توسط بهینه‌س��ازی تابع هزینه‌ی شبکه 
عصبی انجام شده است. نتایج حاصل از شبیه‌سازی در قالب شکل‌های 
مختلف آورده شد. سیستم انتق��ال قدرت توربین بادی به‌عنوان یکی 
از بخش‌های بسیار مه��م توربین بادی مورد مطالعه‌ی این مقاله بوده 
اس��ت. خطاهای بسی��ار ناچی��ز در مدل‌سازی توس��ط شبکه عصبی 
پرسپترون چندلایه‌ی تقویت شده نشانگر دقت بسیار بالای این شبکه 
عصب��ی است. مقایسه‌ی نتایج معیاره��ای خطایی حاصل از این مقاله 
با نتایج معیارهای خطایی مرجع]11[ کاملا بهبود عملکرد را تصدیق 

می‌کند.

پي‌نوشت‌ها
 
1 Unknown Input Output
2 Yeing Ku
3 Extended Kalman Filter
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